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Abstract

The electron-phonon interaction significantly affects the properties of semiconducting materials. Be-
cause of it, the phononic cloud can renormalize electrons, which leads to the emergence of polarons -
a new quasiparticle that now, instead of the electron, plays the role of the current carrier in our system.
The consequences of polaron formation are most easily studied using simplified models of electron-
phonon systems. Among these models, the simplest one is the Holstein model, which successfully
reproduces the most important polaronic effects. In practice, the Holstein model is used for testing
and developing various theoretical methods that can subsequently be applied to more complex models
or even real materials. The goal of this dissertation is to investigate the single-particle and transport
properties of the Holstein model using different methods.

Until recently, it was widely accepted that the dynamical mean-field theory (DMFT) provides a
good description of the single-particle properties of the Holstein model only in the cases of three-
dimensional or even higher-dimensional systems. However, our results show that DMFT actually
provides an excellent description of single-particle properties even in the one-dimensional case, re-
gardless of the regime, which is determined by temperature, phonon frequency, and electron-phonon
coupling strength. We have reached these conclusions by comparing the results obtained using this
method, with the most reliable results currently available in the literature. Although DMFT is approxi-
mate, it is also a nonperturbative method that is exact in two different limits: in the weak coupling limit
and in the atomic limit. Having in mind that DMFT neglects non-local correlations, which are most
pronounced in the one-dimensional case, our conclusions about the high reliability of this method are
expected to continue to hold in an arbitrary number of dimensions as well. This has been explicitly
verified on the example of the effective mass in one-, two-, and three-dimensional cases. In addition,
we have also presented a numerical procedure for the application of DMFT that requires very little
computational resources. Therefore, this method allows us to easily generate a large amount of reliable
results in different regimes, which can now be used to assess the quality of any other method. One
such method that we intend to investigate more thoroughly is the cumulant expansion (CE) Method.

In contrast to DMFT, the CE is a perturbative method that does not rely on Dyson’s equation for
the calculation of the single-particle properties. Although CE does not provide reliable results in all
regimes, the advantage of this method in comparison to the DMFT is that it can be easily applied
to significantly more complex models, and even to real materials. Therefore, it is very important to
determine in which parameter regimes can CE be expected to give an adequate description of the
observed physical system. In this dissertation, this was investigated on the example of the Holstein
model, by comparing the CE with the DMFT results, which we have already established as reliable.
It turns out that, although CE is exact only in the weak coupling and atomic limits, reliable approxi-
mate predictions of this method are possible even for moderate interactions, where the corresponding
spectral function accurately reproduces both the quasiparticle and the first satellite peak. This is signif-
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icantly better than what would be obtained using the lowest-order perturbation theory. In addition, the
high-temperature results of the CE look promising, although we proved, using the spectral sum rules,
that this method cannot be exact in the limit 7" — oo.

For the study of transport properties, we focused on calculating mobility and a somewhat more
general quantity, the optical conductivity. Within the framework of linear response theory, both of these
quantities can be represented as the sum of the so-called bubble term, determined by the single-particle
properties, and vertex corrections. The bubble term for mobility p was calculated numerically, and
detailed comparisons were made between the DMFT and CE predictions. We established that at high
temperatures, the charge mobility assumes a power law 1 oc T2 in the case of very weak coupling,
and p o< T3/ for somewhat stronger coupling. The contribution of vertex corrections in optical
conductivity was also investigated. Using the Ward identities, we analytically proved that in the weak
coupling and atomic limits of the Holstein model, the vertex corrections are vanishing. In all other
regimes, the contribution of vertex corrections was examined numerically, by calculating the bubble
term using the DMFT and by comparing it to the exact result from the literature.

Keywords: Holstein model, electron-phonon interaction, spectral functions, quasiparticle properties,
dynamical mean field theory, cumulant expansion method, mobility, optical conductivity, vertex
corrections, spectral sum rules

Research field: Physics
Research subfield: Condensed matter physics

UDC number: 538.9



Cazkerak

Nurepaknuja mamely esekrpona m (oHOHA 3HAYAJHO YTUUE HA OCOOMHE IMOJIYIIPOBOJIHUY-
KUX Marepujasia. 3axBa/byjyhu 10j, POHOHCKN 00/IaK MOXKE PEHOPMAJIM30BATH €JIEKTPOH U HAa
Taj HAYMH JIOBECTU JO TOjaBe IOJapOHa — HOBE KBa3WYECTHIE KOja Caja, YMECTO eJIEKTPOHA,
IocTaje HOCUJIAIL CTpyje y mocMmarpaHoM cucteMmy. [locienniie mojaBe mostapoHa HajIakiie ce
IpoydaBajy MmoMohy I0jeITHOCTaB/LEHUX MOJIe/Ia eJIeKTPOH-(POHOHCKKMX cucrtema. Hajjeanocras-
Huju Mehy muMa je XOoJIITajHOB MOJIes, KOjU YCIEINTHO Pelpo/iyKyje HajBaKHUje IMOJIApOHCKe
edekre. V npakcu, XoJIITAjHOB MOJIE C€ KOPUCTHU 3& TECTUPAIHE U PA3BOj PAJIMIUTUX TEOPU]-
CKUX METO/[a KOjU HaKHAJHO MOTY OUTH IPUMEILEHH Ha CJIOYKEHUje MOJIe/ie WA YaK Ha PeaIHe
MaTepujasie. [{u/b oBe jucepraigje je mpoydaBambe jeJHOYECTUIHUX W TPAHCIOPTHUX OCOOMHA
XoJIITajHOBOT MOJIe/1a KOPUIITNEHeM Pa3InIuTIHX METO/IA.

o wepapno, 6uio je onmre npuxsaheno ja reopuja quHamudkor cpejmer nosba (TICIT)
Jaje j106ap OIUC jeIHOYeCTUIHUX ocobuHa XOJIITAjHOBOT MOJIE/IA, &Il CAMO Y CJIy4ajy TPOJIu-
MEH3MOHUX CHCTeMa WJIM CUCTeMa ca joIl Behum O6pojeMm qumen3uja. MehyTum, Hamm pe3yaraTu
nokasyjy ma T CII 3anpago jmaje cjajan onmc jeTHOYECTUIHIX OCOOMHA YaK U Y je THOTUMEH3H-
OHOM cJiy4ajy, 6e3 003upa Ha pekuMm Koju je ojpehen temmeparypom, dppekserujom hoHOHA U
jadnHOM MHTepakiyje nu3mehy ejnekrpona u gponona. lo Tor 3ak/bydaka JIONLIH cMO opehermem
pe3ysTara OBOI' METOJ[a Ca HAJIOY3JaHUjUM Pe3yJITaTuMa TPEHYTHO JOCTYIHUX Yy JINTEPATYPU.
Naxko je TIICII ampokcumaruBaH, OH je Takohe u HermepTypOATHBAH METOJ[ KOjU je er3akTaH
y JIBa pa3/iuduTa JIIMEca: Y JIUMecy cjabe eIeKTPOH-(DOHOHCKE MHTEPAKIMje U Y aTOMCKOM
aumecy. Umajyhn y suay na TJICII zanemapyje Hestokame Kopesaluje Koje cy Hajjade y jes-
HOJIMMEH3UOHOM CJIy4ajy, MOYKe Ce OUEKUBATH Jla HAIN 3aKJ/BYUIN O BEJUKO] TIOY3JaHOCTH OBOT
MeTOJIa 0CTajy Ha CHA3M Y IPOU3BOJHHOM OpOjy numensuja. To je Omo u eKCIIUIUTHO IPOBEPe-
HO Ha TIpuMepy eeKTUBHE Mace KBa3WMUECTUIle y CIydajy jejHe, jBe u Tpu jgumensuje. [lopesn
TOra, U3JI0KUIN CMO U HyMeprdKy mporeaypy kojom ce T/ICII moxke mpumennTn Kopuihemem
BeOMa MaJIo padyHapckux pecypca. Crora, 0Baj METOJI HAM IIPyzKa MOI'YNHOCT j1a BeoMa je/IHO-
CTAaBHO T'E€HEPUINEMO BEJIUKY KOJUYUHY MOY3/JaHUX Pe3yJiTaTa Y Pas3InduTUM pPEeKUMUMa, KOju
caJla MOT'Yy CJIY?KUTH 3a OIeHy KBaJiuTeTa OUJIO0 KOI' JIDYror MeTojia. JeJlaH TakaB MeTOJI KOju
JKEJIMO JIeTa/bHIje JIa UCIMTAMO 30Be ce MeToJ KyMysianTHor passoja (MKP).

MKP je, za pasmuky ox THCII, nmeprypbaruBan MeTos KOju ce He OCjiama Ha Kopwuiihe-
e JlajconoBe jegHaunne 3a u3padyHaBarbe jeIHOUECTHIHUX ocobuna cucrtema. Mako MKP ne
Jlaje TOy3/aHe pe3yJiTaTe y CBUM peXKUMEMa, mpefHocT oBor Meroma y ojanocy Ha T/ICII je
TO IITO Ce€ OH BEOMa JIAKO MOKEe MPUMEHUTH U Yy 3HATHO CJOYKEHHjUM MOJIEINMA, 1a YaK U Y
peaJiHuM MaTepujaauMa. 3aTO je BeOMa BayKHO UCIUTATU Y KOJUM PEKUMUMA C€ MOYKE OUCKH-
Batu 1a MKP naje ajiekBatan onuc nocmarpanor ¢pusuykor cucreMa. To je y oBoj aucepranuju
ypaheno Ha mpumepy XOJIITAjHOBOT MOJesa, Tako mTo cMmo pesyiarare MKP-a nopemwmu ca
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pesyararuma T/ICII-a, 3a koje cmo Beh yrBpammm ga cy moysmanu. Vcmocrasiba ce j1a, HaKo
je MKP erzakran camo y jmmmecy ciabe eJIeKTpOH-(DOHOHCKE MHTEPAKITHje U aTOMCKOM JINMECY,
[oy3/laHa allPOKCUMATHBHA, IpejiBuhama oBOr MeToja Moryha cy u 3a ymepeHe MHTEpaKIIUje,
rje ojarosapajyha crekrpasna (yHKIHja J00PO PEIpOAYyKYje U KBA3HUCCTUIHH U IIPBHU CaTe-
JUTCKU UK. To je 3HadajHO 60/be HEro ImTo OMCMO JOOUIN TEOPHUjoM IepTypOalje HajHuKer
pena. Takobe, pesynratn MKP-a npu BucokuMm Temneparypama usriepajy obehasajyhu, aJm
CMO KOpHUIITNEemeM CIIEKTPATHUX CYMAITHOHUX ITPABU/IA aHAJIUTUIKN ITOKA3aJI1 JIa 0Baj METOT He
MOXKe OUTH ersakTaH y Jjmmecy 1 — oQ.

8a uzyuaBarme TPAHCIOPTHUX OCOOMHA, YCPECPEINJIA CMO Ce Ha padyHamhe MOKPET/bUBOCTH
U HEIITO ONINTH]je BeJIMINHE, ONTUYIKE IIPOBOHOCTH. Y OKBUPY TeOpHje JIUHEApPHOI OJI3UBa, 00e
OBe BeJIMYMHE MOTry OMTH IpUKa3aHe Kao 30Mp T3B. MEXypacTor 4iaHa, Koju je ojapehen jesno-
YEeCTUIHUM OCOOMHAMA, W T3B. BEPTEKCHUX Kopekiuja. MexypacTu 4jiaH 3a MOKPET/HUBOCT [i
je paaynar y okupy TICII-a  MKP-a, u Bpiiena cy mera/bHa mopehema. Y TBPIMIA CMO J1a
Y BUCOKHM TeMIIepaTypaMa, TeMIepaTypHa 3aBUCHOCT MOOMIMHOCTH 3a/10B0/baBa it o< T2y
caydajy BeoMa cyiabe UHTepakimje, u [t X T-3/2 y cayuajy memrro jade marepaxuuje. Jompumoc
BEPTEKC KOPEKINja Yy ONTHYKO] NMPOBOJIHOCTHU je Takohe paszmarpan. Kopumihemem Bopmoux
UJIEHTUTETa, AaHAJIMTUYKH je TIOKA3aHO Ja y JIUMecy cjiabe MHTEPAKIje U y aTOMCKOM JIMMECY
HEMa, BEPTEKCHUX KOPEKIIHja y OKBUPY XOJIITAjHOBOI MOjesa. ¥ CBUM OCTAJMM DPEKUMUMA,
BEepTEKCHE KOPEKIHje Cy UCIUTUBaHEe HYMEPUUIKU, TaKO IITO je mopeheH MexypacTu daH pady-
nar nmomohy JITCII-a u ersakTan pe3y/arar Koju je mpey3eT U3 JIMTepaType.

Kipyune peun: XomrajHOB MOJEN, €IeKTPOH-(DOHOHCKA UHTEPAKIIHja, CIIeKTpaJiHe (DyHK-
11je, KBa3udecTudHe ocoOMHe, TeOprja JUHAMUYKOT CPEJIHET MM0Jba, METO, KyMYJIaHTHOT
pas3Boja, MOKPET/HUBOCT, ONTUYKA ITPOBOJHOCT, BEPTEKCHE KOPEKITje, CIeKTpaTHa cyMa-
IINOHA, ITIPABUIIA

Hayuna obsacT: @usnka

Ob6JtacT ucrtpakuBamwa: Pusnka KOHJIEH30BaHe MaTepuje
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Chapter 1 - Polaron Physics

Polaron Physics

1.1 Electron-Phonon Interaction in General

Capturing the full many-body effects in systems with electron-phonon interaction remains one of the
major ongoing challenges of the solid state physics [1-3]. Because of its ubiquity and importance for a
wide range of phenomena, understanding the impact of electron-phonon interaction continues to attract
considerable attention for both fundamental research and technical applications. The electron-phonon
interaction is responsible for the temperature dependence of carrier mobility in semiconductors, Cooper
pairing in superconductors, and a plethora of other phenomena as well [4-6]. It also enables the use of
silicon in solar cells by allowing the absorption of visible light through phonon-assisted indirect gap
transitions of electrons, which is crucial since the direct band gap of silicon is too large [7, 8]. These
and many other examples justify a widespread interest in the study of the effects of electron-phonon
interaction in a broad class of materials.
The electron-phonon system is described by the following Hamiltonian' [1, 2]

H = Z EnkC i Cote + Z Waw AL, aqy + % Z Gmnw (K, q)cInkJrqcnk (aq,, + aiq,,> , (1.1)
nk qv yg}g/

where the phonon-phonon coupling and the higher order electron-phonon coupling? (with respect to
atomic displacements) are neglected. The first term represents the free electron part of the Hamil-
tonian, with €, and ¢, being the non-interacting dispersion relation and the electron annihilation
operator, respectively. The second term is the free phonon part of the Hamiltonian. Here, wy, is the
phonon frequency, while ag, is the phonon annihilation operator. The last term in Eq. (1.1) describes
the electron-phonon interaction, where N is the total number of unit cells of our crystal lattice and
gmnv (K, q) is the electron-phonon coupling strength.

While the electron-phonon systems can be studied both by using the ab initio methods [2] and
model Hamiltonians, this thesis will be focused on the latter. In this approach, the parameters from
Eq. (1.1) €.k, Wy, and g, (k, q) are modeled such that the corresponding Hamiltonian in Eq. (1.1)
captures the most significant properties of the system we are investigating. For example, in the case
when an electron couples to long wavelength acoustical phonons, the electron-phonon coupling con-
stant is of the following form g,,,, (k,q) o \/H . Although this type of interaction is present in every
crystal, this is often neglected if there is a stronger electron-phonon coupling mechanism, such as the

piezoelectric coupling g, (k, q) ﬁ or the Frohlich coupling ¢y, (k, q) ﬁ [9, 10]. The latter
q

is responsible for the emergence of new quasiparticles, called the polarons, which represent one of the
central themes of this thesis.

'We set h = 1.
These are important for describing the temperature-dependent band structures.
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1.2 Polaron Concept

In ionic solids and polar semiconductors, the strongest electron-phonon coupling mechanism is the
Frohlich coupling. It arises due to the longitudinal optical oscillations of charged ionic cores which
create an electric dipole moment that strongly couples to electrons. In the field-theoretical description,
we say that the electron is renormalized due to its interaction with the cloud of phononic excitations,
thus creating a new quasiparticle called the polaron. The introduction of the polaron concept led
to a paradigm shift in which this new quasiparticle, characterized by its effective mass (which is
different from the electron band mass) and lifetime, is now the current carrier in the system and hence
significantly affects the transport properties of the material.

Historically, the origins of polaron physics can be traced back to Landau’s 1933 seminal paper
[11] in which he predicted the possibility of electron strongly distorting the crystal lattice, via the
Coulomb interaction, and getting self-trapped in thus created potential well®. Although immobile, the
electron, together with its surrounding potential well, can be recognized as an early manifestation of
what would be later termed a polaron. This work was continued by Solomon Pekar who devised the
first macroscopic semiclassical model of the polaron. Furthermore, he was the one who coined the term
polaron and realized that this quasiparticle is actually mobile [12—15]. While the polaron’s effective
mass was also calculated within this semiclassical model [16], it was clear that further progress required
a fully quantum mechanical and microscopic description of the polaron. In today’s research, the most
studied quantum models are the Frohlich model [9, 17] and the Holstein model [18], but it should also
be noted that there were also other early attempts of quantum approaches by Pekar [19], Bogoliubov
[20] and Tyablikov [21].

1.3 Holstein Model

Although we motivated the polaron concept using the Frohlich coupling (i.e., the Frohlich model), the
study of polarons in this thesis will actually be conducted in the Holstein model. This is the simplest
electron-phonon model in which both the coupling and the phonon frequency from Eq. (1.1) are just
constant numbers (i.e., momentum independent) [18]. This model was most commonly used to develop
and test a variety of different many-body methods [22], which can then subsequently be used in more
complex models. Nevertheless, the Holstein molecular crystal model is also very important in order to
understand the role of polarons in real materials [23]. This is still a very active field of research fueled
by new directions in theoretical studies [4, 24-31] and advances in experimental techniques [32].
The Holstein Hamiltonian is defined as follows

H= —toz (cjcj + H.c) —ani <a;-r + ai> +w02a3ai. (1.2)

R (i) )

~~
Hel Helfph th

Here, cj» (aZT) are the electron (phonon) creation operators, t is the hopping parameter, g is the electron-
phonon coupling strength, wy is the frequency of the dispersionless optical phonons, n; = chZ-, and
the sum Z@ ;) goes only over the nearest neighbors ¢ and j. We note that the parameters ¢y, h, kg and
lattice constant will be set to 1. Furthermore, we restrict ourselves to the case when the concentration
of electrons in the system is vanishingly small*, and we treat the electrons as spinless. This is relevant
for the study of weakly doped semiconductors.

Within this model, there are four important energy scales: the temperature 7', the hopping parameter

to, the phonon frequency wy, and the electron-phonon coupling constant g. The interplay of these

31t should be noted that Landau’s original goal was to explain the F-centers.
“As we will see in the next chapter, this can also be interpreted as if there is only a single electron in the whole crystal.
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Figure 1.1: Schematic plot of different regimes of the 1D Holstein model in the (v, \) parameter
space.

energy scales leads to a large number of parameter regimes. As shown in Fig. 1.1, to characterize these
regimes it is common to introduce two dimensionless parameters’

2
g Wo
) — ) — 0 1.3
2 v W2 (1.3)

where 1///2 is the half bandwidth. Each of these parameter regimes is characterized by different single-
particle and transport properties which, in this thesis, are investigated using the Green’s function
formalism [1, 33, 34].

1.3.1 Single Particle Properties

The central quantity for investigating the single-particle properties is the spectral function Ay (w). If the
interaction is not too strong and the temperature is not too high, the spectral function typically consists
of a sharp quasiparticle peak (i.e., the polaron peak) and incoherent background; see Fig. 1.2. The
incoherent part can be structureless or exhibit clearly separated features which are called satellite peaks
[35]. The spectral function Ay (w) can be interpreted as a probability density for an electron to have
an energy w. In addition, quasiparticle properties (ground state energy, effective mass, lifetime) are
easily extracted from it (see Fig. 1.2). Furthermore, this quantity is also related to the spectrum of the
angle-resolved photoelectron spectroscopy (ARPES) experiment [32, 35-37]. This is an experimental
technique for probing a material’s band structure, in which electrons, ionized by an incident photon
beam, are analyzed in a detector. By measuring the number of detected electrons as a function of their
kinetic energy and emission angle, it extracts the information about the momentum and binding energy
of the electrons prior to ejection [35].

For the Holstein model, spectral functions can be evaluated analytically only in the weak coupling
and the atomic limits [1, 38, 39]. Other regimes have, over the years, been investigated using a large
number of numerical approaches. In particular, reliable numerical results for the ground state energy
and quasiparticle effective mass were obtained in the late 1990’s using the density matrix renormal-
ization group (DMRG) [40, 41] and path integral quantum Monte Carlo (QMC) methods [42], and
also within variational approaches [43—45]. At the time, numerically exact spectral functions for a
one-dimensional (1D) system were restricted only to the 7' = 0 case, and were obtained only within
the DMRG method [40, 41]. The main drawback of the QMC method is that it gives correlation func-
tions in imaginary time and obtaining spectral functions and dynamical response functions is often

5In the 1D case W /2 = 2t,, which is what we show in Fig. 1.1.
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Figure 1.2: Schematic plot of the spectral function for £ = 0 and 7" = 0, which illustrates some
of the useful properties that can be easily extracted from the spectral function. For example, we see
that the position of the polaron peak determines the ground state energy [, while its spectral weight
determines the renormalization of the electron mass. We note that the polaron peak is actually a Dirac
delta function in the Holstein model, but we used a Lorentzian broadening to make the figure more
illustrative.

impossible since the analytical continuation to the real frequency is numerically ill-defined procedure.
Interestingly, at finite temperatures the spectral functions were obtained only very recently using finite-
T Lanczos (FTLM) [46] and finite-7" DMRG [47] methods. All these methods have their strengths
and weaknesses depending on the parameter regime and temperature. As usually happens in a strongly
interacting many-body problem, a complete physical picture emerges only by taking into account the
solutions obtained with different methods.

1.3.2 Transport Properties

Transport properties represent a step further from the investigation of just single-particle properties.
One of the most important transport properties are the charge mobility® and more generally, the optical
conductivity. While both of these quantities are easily connected to experiments, their theoretical
calculation is a notoriously difficult task. One of the ways to calculate these quantities in more general
systems is by using the Boltzmann kinetic equation. A drawback of this approach is the fact that its
domain of validity is not very large. For example, recently studied SrTiO3 [48] and MoS, [32] have
sufficiently strong electron-phonon interaction to fall outside the range where the Boltzmann approach
is expected to give reliable results. These shortcomings of the Boltzmann approach were overcome by
Kubo’s linear response theory, which relates the optical conductivity to the current-current correlation
function. However, it should be noted that although our task within this approach is thus reduced to the
calculation of two-particle correlation functions, the linear response theory by itself does not provide
a straightforward prescription to calculate them. In the Holstein model, various approaches have been
used for the calculation of these quantities, such as the Hierarchical equations of motion [49], Quantum
Monte Carlo [50], and many other methods as well [51-53]. However, obtaining reliable results in
real materials still presents a challenge.

In Green’s functions formalism, it is natural to express the current-current correlation function as

The charge mobility is defined as a DC conductivity normalized to the concentration of charge carriers, and their unit
charge.
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a sum of two terms: the so-called bubble term and the so-called vertex corrections. The bubble term
is solely determined by the single-particle Green’s function and is thus, in conjunction with some
other single-particle methods, often applied even in real materials. However, the contribution of vertex
corrections is largely unknown and is often neglected without justification. This is why it is important
to examine both the capabilities of different methods to calculate the bubble part, as well as determine
the significance of vertex corrections. To answer these important questions, the Holstein model, due
to its simplicity, presents an ideal starting point.

1.4 Thesis Outline

This thesis is divided into three parts. In the remaining portion of this part, we give an overview of
some of the most basic known results concerning the single-particle properties of the Holstein model.
We consider the two limiting cases (the weak coupling limit and the atomic limit) where the exact
analytic solution is possible, and also show how the spectral sum rules are calculated in principle. In
addition, we also briefly review the mathematical formalism that we use.

In Part II, the single-particle properties are studied in detail. Motivated by the highly local (i.e.,
almost k-independent) self-energy observed in Ref. [46], an idea arose to apply the DMFT in the
Holstein model. A detailed review of this method is given in Chapter 1. In Chapter 2, we apply
and thoroughly examine the DMFT in the Holstein model. We find that it provides an excellent,
numerically cheap, approximate solution for the spectral functions and quasiparticle properties in the
whole range of parameters, in an arbitrary number of dimensions. Surprisingly, a remarkable agreement
with reliable benchmarks is observed even in 1D, where the nonlocal correlations are the strongest.
In Chapter 3, another interesting many-body technique is examined - the cumulant expansion (CE)
method. For this analysis, the DMFT was now used as a benchmark, which is justified because of our
earlier findings. Due to the perturbative nature of the CE, it is not expected that it could outperform
the DMFT. However, unlike the DMFT, the CE method is easily applied in any system, even in real
materials, in a numerically inexpensive way. This is why it is extremely important to examine the
range of validity of this increasingly popular method. As it turns out, the Holstein model is particularly
useful for this purpose.

The transport properties are studied in Part III of this thesis. In Chapter 1, we briefly review Kubo’s
linear response theory [54]. This review is continued in Chapter 2 which focuses more specifically
on the calculation of the optical conductivity. Here, we derive a variety of useful results such as the
different relations between the current-current correlation function (both in real and in imaginary
time) and the optical conductivity, the optical sum rule, the expression for the optical conductivity
in terms of the spectral functions in the bubble approximation, etc. The numerical results for the
mobility in the bubble approximation are presented in Chapter 3. We compare the predictions of the
CE, DMFT, as well as the (self-consistent) Migdal approximation. In addition, we analytically prove
that the temperature dependence of mobility, at high temperatures, assumes a power law behavior. The
rest of the thesis is largely devoted to the study of the vertex corrections in the Holstein model. This
is done by first proving the finite-temperature version of the Ward identity in Chapter 4, and then
using this result in Chapter 5 it is analytically proved that there are no vertex corrections in the weak
coupling and atomic limits of the Holstein model. The vertex corrections in other regimes are studied
numerically in Chapter. 6.



Chapter 2 - Exploring the Holstein Model: Mathematical Foundations and Basic Results

Exploring the Holstein Model: Mathematical Foundations and
Basic Results

In Sec. 1.3, we introduced the Holstein model: we defined the corresponding Hamiltonian, explained
why this model continues to attract significant interest, and gave an overview of the most important
results. In this chapter, we give formal mathematical definitions of the physical quantities that represent
the backbone of this work!, and also review some basic, already known [38, 55], analytic results which
are essential for understanding the rest of this thesis.

2.1 Mathematical Foundations

The ground state energy, effective mass, spectral function, and correlation function in imaginary time
are among the most important physical properties that characterize many physical systems. All of
these quantities can be easily calculated if the one-particle Green’s function G (t) is known. Even
the optical conductivity, within the so-called bubble approximation, can be expressed using Gy ().
Therefore, it is of paramount importance to establish reliable methods of calculating this quantity
within the Holstein model, for arbitrary values of parameters wy, g and 7". A detailed discussion of
these different methods will be postponed until Part II of this thesis. For now, we will give a definition
of this quantity, show how it simplifies when the electron concentration is vanishingly small, which is
the case of our interest, and briefly review how G (t) is connected to other physical quantities.

2.1.1 One-Particle Green’s Function: Definition

The retarded one-particle Green’s function? is defined as

G (t) = —if (1) <{ck (t) ,CL}>T, 2.1)

where (... )7 denotes the average value in the grand canonical ensemble at temperature 7', the curly
brackets {, } denote the anticommutator, while

x(t) = e®tee™ ™ and K = H — [iN. (2.2)

Here, N is the electron number operator. Although in some methods, such as the cumulant expansion,
Green’s function is calculated directly on the real-time axis, it is much more common to work with

'Except for the transport properties - these are introduced in Part III of this thesis.
2For the remainder of this thesis, the abbreviated term "Green’s function" refers to the one-particle Green’s function,
unless explicitly specified otherwise.



2.1 - Mathematical Foundations

methods where the calculation is predominantly carried out in the frequency space

o)

Gk (w) = lim dt '@t Gy (1) (2.3)

e=0t J_ o

In fact, perturbation expansion is also usually performed in the Fourier space. The corresponding
Feynman rules can be read off directly from the Hamiltonian in Eq. (1.2), and are summarized in
Fig. 2.1.

(k,w) , 1
' o Gk(an> = m

. —292w0
2

—¢*D = v 7
g (“/n) (iVn>2 ("‘(2)

6ferm

—1
Loop B EODY

Figure 2.1: Feynman rules for the Holstein model. The quantity d¢.,, is equal to unity if the loop is
fermionic, white being zero otherwise.

Furthermore, the Fourier space G (w) enables us to easily find the spectral function
1
Ag(w) = ——ImGxg(w), (2.4)
s

which is closely connected to experiments through ARPES measurements. It is important to emphasize
that throughout this whole thesis, we assume that the electron concentration is vanishingly small
ne — 0. Some important simplifications arise in this limit, which we now investigate. In fact, we will
see that this limit formally allows us to work in the canonical ensemble, with only a single electron in
the entire system.

2.1.2 One-Particle Green’s Function: Simplifications in the Limit of Vanish-
ingly Small Electron Concentration n, — 0

In the grand canonical ensemble, the limit of vanishingly small concentration can be formally obtained
by setting the chemical potential to be far below the conduction band i — —oo. This limit gives
rise to some important simplifications. For example, it turns out that the phononic propagator remains
unrenormalized [56]. This is easily understood because the creation and annihilation of electron-hole
pairs are responsible for the renormalization of the phononic propagator, and there are no holes in the
limit n, — 0. As a consequence, the most general self-energy Feynman diagram consists of a single
fermion line, and an arbitrary number of attached phonon propagators. Another simplification arising
in the limit n, — 0 is that we can formally redefine the Green’s function, as if there is only a single
electron in the whole system. We discuss this further in the following text.

9



2.1 - Mathematical Foundations

Redefinition of the Green’s Function

Starting from Eq. (2.1), let us expand that expression in the energy basis, i.e., let us use the Lehmann
spectral representation

Gi(t) = —if(t) (e (t)ef )r — i0(t) (e (t))r (2.52)
— —22«9’7(75) Z<n’€*ﬁK6iKtCk67iKtclT(|n> _ @ Z(n\eiﬁKCLemtcke%Kt]n). (2.5b)

Here Z = Tr [e~#K] is the partition function, and |n) is the energy basis K |n|) = K,|n). This can

be further simplified as follows

—16(t)
zZ

, . 0(t ; ;
Z eiBKn(BZK"%n’Ck]leﬂKtCI{ n) N % Z eiﬁK"(i*zK”%nlClT(]leZKtck|n>. (2.6)

n n

Gk(t) =

In the previous expression, we introduced the identity operator 1, which we now expand as 1 =
> |m){m|, and obtain

Gk(t) = Z() g e PEn gUEn=Kmlt () ¢y |m) (m el |n)
i0(t) _ (K
~ E e PEnemilEn=Km)t (| el |m) (mexc|n). (2.7)

Since e = ¢=B(E=iN) only the terms where |n) has zero electrons and an arbitrary number of
phonons can give a nonzero contribution to G (t). The second line of Eq. (2.7) thus has to be zero,
since it contains ¢y |n). We are left with only the first line of Eq. (2.7), which corresponds to the first
term on the right-hand side of Eq. (2.5a). Hence, we conclude that

—i(t)

Gk(t) = —Zz Z e B gl En =Kt | (] ¢y )2 (2.8a)
—i0(t) BK Kt i
=— Z<n|e K ikt oy o=t C ) (2.8b)

n

Furthermore, we note that the states |n) with zero electrons and an arbitrary number of phonons are
also the only ones that give a contribution to the partition function

Z = Z(n|e_6K|n> = ZG_BK" = Ze_ﬁE"eﬂ’lN. (2.9)

n n

This is seen as a consequence of the factor BN which suppresses the contribution of states with a
non-zero number of electrons in the ;i — oo limit. In the following text, this partition function, with
only the phononic contribution, will sometimes be denoted by Z,,.

From Eq. (2.8a), we see that the Green’s function in Fourier space can be calculated as

Ci(w) = —%n; [l ) [2e=#5 /0 e Kn—Kn). (2.10)
The corresponding spectral function Ax(w) = —2ImGy(w) can be obtained using the following
identity
/ dte™ = 7é(x) +inP—, (2.11)
0 x

10



2.2 - Weak Coupling Regime: Migdal Approximation

giving
1 _
Aw(w) = 2 D e | (mlel [n)[*0(w + Ky — Kon). (2.12)

We note that the states |m) have to contain exactly one electron, for the matrix element in Eq. (2.12)
to be nonzero. Having in mind that the states |n) have zero electrons, it follows that K,, — K, =
E, — E,, + [i. Since ji — —oo, we can ensure that the spectral weight of Ay (w) occurs at finite
frequencies if we redefine the spectral function as follows Ay (w) — Ax(w — [i). An equivalent way
to obtain the same result is to simply change KX — H. The redefined spectral function now reads as

Aw(w) = % > e PP mlcln)P6(w + By — En). (2.13)

n,m

The corresponding Green’s function on a real-time axis can be directly read off from Eq. (2.8b) by
substituting X' — H. We note that, since the states |n) have zero electrons, we can also substitute
e PH —y ¢=BHen Hence

Gy(w) = %(t) Z<n|e’5HPhethcke’thcL]n) — —i0(t) (e (t)el ) 7o, (2.14)
P

n

where ¢y (t) is now given by ¢y (t) = €& e 5 while (... )7o denotes the thermal average over the
states with no electrons and an arbitrary number of phonons

> (nle” o/ ain)
> {nle= e/ Tn) -

We see that with these new definitions of Green’s (and spectral) function, it is as if there is only a single
electron in the system. When using these definitions, we will say that we are working in a canonical
ensemble. In the remainder of this thesis, depending on the problem, we will often switch back and
forth between the canonical and grand canonical ensemble, but we will always take into account the
prescription Ay (w) — Ax(w — f1) that is needed to relate these two.

()0 = (2.15)

2.2 Weak Coupling Regime: Migdal Approximation

As we already illustrated in Fig. 1.1, the Holstein model possesses quite a few parameter regimes. In
general, finding a universal method that gives reliable results in all of these regimes is a challenging
task. This is one of the goals of this thesis. However, the aim of this chapter is to get familiar with
some already known results, originally derived by Migdal [55], which will help us to build an intuition
and a foundation upon which other approaches will be based on.

Here, we explore the weak coupling limit of the Holstein model. In this case, a perturbative
approach is possible. If g is very small, it is sufficient to take into account only the lowest-order
Feynman diagram of the self-energy. This is known as the Migdal approximation (MA) [55]. In the
grand canonical ensemble, the corresponding self-energy can be expressed as

q, Vn
(i, = Sn wk >4 kwn 2.16)
2
g 1 2w
= — 2.17
BN qZV Wy, — Wy — Ek—q (10)? — w?’ 2.17)



2.2 - Weak Coupling Regime: Migdal Approximation

where & = ex — ji. The sum over Matsubara frequencies can be performed using the well-known

formula:
%Z Fliv) = Y Res[—b(z)F(2) (2.18)

poles of F

where b(z) = 21— is the Bose function. In our case:

F(z)= =

Wy — 2 —&kq 22 —wi  z—iwn + &k—q

1 2wo -1 1 1
z—wy Z4+wol’
Thus, Eq. (2.17) simplifies to:

2

Siliwa) = L3 { “blwo)  b(=wo) ]

N " Wo — Wp +&k—q —Wo — twy + kg
. f { (an Sk q) _ (an §k— q) }
N q fqu W, fqu + wo

The last expression can be further simplified if we use the following properties

b(—wo) =—-1- b(WQ), (2193)
b(iwn = fk—q) = —f(—€k-q) = =1 + [ (k—a); (2.19b)

where we introduced the Fermi function f(z) = BZ 7 and take into account that we are working in
the limit of vanishing electron concentration /i — —oo, in which case f({x_q) ~ 0. Hence

2

. g Npn + 1 "ph
Py n) = — : : ) 2.20
klien) NZ[ —&k—q — Wo " iwp — Ek—q T Wo (220

q

where we introduced n,, = b(wp). We note that the right-hand side of the above expression is actually
independent of k. This is because the summation over q permits us to use a substitution q — k — q.
Furthermore, if we perform the Wick rotation iw, — w + ¢0", and use a prescription from Sec. 2.1.2
to formally switch to the canonical ensemble (i.e., the formalism when there is only a single electron
in the system), the self-energy acquires the following form

. g npn + 1 Nph
Y(twn) = == ; , . 2.21
(iton) qu:{w —w0+10++w—6q+w0~|—z0+} (e21)

By using the density of states p(c), we can get rid of the summation over the momenta, and rewrite
the self-energy in the following form?

(i) = g2 / ds{ fphtl Tph 1p(6). (2.22)

w—€—wy+1i0t  w—e+wy+10t

In Part. II of this thesis, we will see that the integrals of this type are quite relevant for a variety of
methods. These will be studied in Secs. 1.8.2 and 1.8.3 of Part II. In particular, both of the terms in
Eq. (2.22) are a special case of the much more general integral in Eq. (1.98) of Part II. Since Sec. 1.8.2
in Part II can be read independently of the other sections, we will not repeat the derivation of the
solution and just use the end result. In the case of a 1D system with only the nearest neighbor hopping,
we can use the solution in Eq. (1.108) of Part II, where we should substitute B = w—woti0T apq

2tg
B = wwo+i0t

3, for the first and the second term in Eq. (2.22), respectively.

3We set the volume of the unit cell to 1.
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2.3 - Atomic Limit

Remark 1. Expressions in Eq. (1.106) of Part Il can also be used as a solution of the integral we are
examining. However, then we always need to take into account the term i0". In contrast, Eq. (1.108)
in Part I permits the i0" term to be dropped. This is why the latter form of the solution is much more
convenient for numerical implementations.

We note that the solution we obtained for (w) can also be written in a more compact form

Y(w) = ¢*(npn + 1)S(w — wo) + ¢*npn S(w + wp), (2.23)
where S(w) is determined by the following set of relations
S(w) = (w? — 4t2)~1/2, for w >0, (2.24)
ReS(—w) = —ReS(w), for w >0, (2.25)
ImS(—w) = ImS(w), for w > 0. (2.26)

Remark 2. The self-energy within the Migdal approximation can also be calculated in the 2D case.
However, the analytic solution is not necessarily attainable on a general lattice. The difficulty lies
in the calculation of the real part of ¥(w). In contrast, Im¥(w) can always be expressed in terms of
the noninteracting density of states. This is easily seen from Eq. (2.22), since the Plemelj-Sokhotski
theorem

1 1
——— =P— —ind(x). 2.27
x + 10" Pyc imo(x) .27
directly implies that
ImY(w) = —7g*(npn + 1)p(w — wo) — Tg*npnp(w + wp). (2.28)

2.3 Atomic Limit

The atomic limit corresponds to a regime where the atomic sites are completely decoupled, i.e., ty = 0.
As a result, we can concentrate on just a single site, meaning that the relevant Hamiltonian reads as

H = —gc'e(a’ + a) + woa'a. (2.29)

In this case, is is known that this Hamiltonian can be diagonalized by using a unitary, Lang-Fisrov
transformation [1, 38]

U=ex " =¢S  where S=Lcfela—al). (2.30)
Wo

To explicitly check this, let us first investigate how does this unitary transformation affect ¢ and a.
Using the Baker—Campbell-Hausdorff theorem, we see that

1 1
e%ce”® = c+[S,c + S, [S, el + 5[, [9,[S, Il + - (2.31)
Each of these terms is calculated straightforwardly
il —af
gc'c(a —a') g N g t
S = _—_— = —_—— —_ [ —— p—
[S, ] { o ,c} o (a —a"){c', c}c ” (a—a')c

[S,[S, ] = [@(a—cﬁ),—i(a—a*)c] - (—““—_C”))Qc

Wo

[S,[S,...15,d]]

(2.32)

r
I
/T\
N
—
IS
11
o
s
2,
SN—
~
3
o
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2.3 - Atomic Limit

Hence, we obtain
e“ce™ = exp {—i(a — aT)} c. (2.33)

For a, the analysis is even simpler

Sae® = a+[S,] + 15,15, al] + (S5, [S.al] + .

3!
gcte ga'a
[S,a] = =—[a—a',a] =
Wo Wo
[S,[S,a]] =0, (2.34)
giving
T
eSaeS = a + L€, (2.35)
Wo
Therefore, the Hamiltonian is transformed as
eSHe™ ¥ =— geScTe_SeSce_S (eSaTe_S + esae_s) + woes fe=SeSae™"
T T
=- gcTe%(afat)efﬁ(afaT)c (aT + gee +a+ gee C)
wo Wo
( ; gcTc) ( gcTC)
+wyla +— ) |(a+—
Wo Wo
2.7
c'c
—woata — 55, (2.36)
Wo

where we used the fact that (c'c)? = cfc. As we see, the Hamiltonian has been diagonalized. Its
ground-state energy can be directly read-off, and is given by

E,=—" (2.37)

One can now proceed with the calculation of the Green’s function. This is actually not completely
trivial, even though the Hamiltonian has been diagonalized, due to the fact that eSce=5 and eSae°
do not commute with each other. Nevertheless, this calculation is possible to perform completely
analytically using the Feynman disentangling of operators [1], and the result reads as

)
2nea 1

Nga!
G(w) = for T'=0 2.38
(@) Z n!  w—nwy— E,+1i0t’ or ’ (2.382)

n=0

0 In (2@2 nph(nph + 1)>

—(2npn+1)a?+n 3l for T #0. 2.38b
w —nwo — B, +1i0F ‘ 7 * 7 ( :

Gw) =

n=—oo

Here, npn = (e“’o/ r_ 1)*1, while I,, are the modified Bessel functions of the first kind. At T = 0, we
see that the spectrum® consists of the polaron (ground state) delta peak at w = E,, which is the lowest
energy peak, and a series of delta functions at a distance w, from each other. Additionally, at finite
temperatures, more delta peaks emerge even below the polaron peak.

“The spectrum A(w) = —2ImG (w) is most easily obtained using Eq. (2.27).
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2.4 - Spectral Sum Rules

2.4 Spectral Sum Rules

The nth spectral sum rule is defined as follows

M, (k) = /OO dw Ay (w)w". (2.39)

—0o0

In principle, knowing all the sum rules is equivalent to knowing the exact spectral function. Therefore,
an important characteristic of a given method is its ability to correctly reproduce the spectral sum rules.
However, as discussed by Ref. [53], it is much more important for a method to satisfy all the sum rules
with decent accuracy, than to be able to reproduce only the first few of them exactly. Nevertheless,
even the first few sum rules can give an important insight. In Part II of this thesis, we will use these to
show that the so-called cumulant expansion method is not exact in the high-temperature limit.

Within the Holstein mode, it turns out that the arbitrary sum rule can be calculated analytically. One
of the ways to do this is using the equation of motion technique, which we briefly review following
along the line of Ref [57]. To apply this technique, we first notice that Eq. (2.39) can be rewritten as

d\" [ :
M, (k) = <z%) / dwe ™" Ay (w) (2.40)
e t—0
Using Eq. (2.13), we obtain
d " 1 —BEn T —it(Em—En)
Ma(k) = (i) 5 D2 e alelm) (I n)e
n,m t—0
_ (4 nize-ﬁwnwﬂc e m)(m|ckn)| = 4 n<c (t)el) (2.41)
t) Z 5 k dt) T
n,m t—0 t—0

. . . di . .
As a consequence of the Heisenberg equation of motion <* = —i[cy, H|, the above expression can

dt
be cast into a following form

s

Vv
n times T

M, (k) = <[...[[ck,H],H]...,H] CL> . (2.42)

Within the Holstein model, this can be evaluated for arbitrary n [57]. Although cumbersome, this
calculation is completely straightforward. The end results for 0 < n < 8 are listed in Sec. 2.3 of
Part II.
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Part 11

Single particle properties
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Dynamical Mean-Field Theory

1.1 Introduction

The DMFT is a simple non-perturbative technique that has emerged as a method of choice for the
studies of the Mott physics within the Hubbard model [33, 58]. It was developed in the early 1990’s
[58] and has since significantly contributed to our understanding of the systems with strong electronic
correlations [33]. This method fully takes into account local quantum fluctuations and it becomes
exact in the limit of infinite coordination number (i.e., the limit of infinite dimensions d — 0o), when
the correlations become completely local, meaning that the self-energy ¥(w) becomes k-independent.
It is approximate in the case of finite-dimensional systems, but its predictions are often reliable in 3D,
where the coordination number is already quite large, such as Z = 6 in the case of a simple cubic
lattice, or Z = 12 in the case of a face-centered cubic lattice.

It turns out that the DMFT can also be applied to the Holstein model directly on the real frequency
axis [56], completely avoiding the use of numerically unstable analytical continuation. It was soon
recognized [59, 60] that the DMFT gives qualitatively correct spectral functions and conductivity for
the 3D Holstein model. Lowering the number of dimensions of the system increases the importance
of non-local correlations. Thus, one might expect that the DMFT solution would not be as accurate
in lower-dimensional systems, particularly in 1D. However, this was never explicitly checked, and
only the DMFT solution for the Bethe lattice was used in comparisons with the numerically exact
results for the ground state properties in one dimension [43, 61]. The quantitative agreement was
rather poor suggesting that the DMFT cannot provide a realistic description of the low-dimensional
Holstein model due to the importance of nonlocal correlations [39, 43, 61]. It turns out that this is
actually a misconception. The FTLM results from Ref. [46] showed that the self-energy has only small
k dependence in the 1D Holstein model, for the regime when the electron-phonon coupling strength is
comparable to the phonon frequency and the hopping parameter. Guided by this indication, we applied
the DMFT in the case of a Holstein model for the finite-dimensional hypercubic lattice [62]. We
solved the numerical instabilities that emerged, constructed a highly efficient numerical scheme, gave
a comprehensive analysis of this method, and thus explicitly demonstrated that the DMFT can in fact
give an accurate description of the single particle properties of the Holstein model in 1D. Having in
mind that 1D is the least favorable case for the DMFT since the non-local correlations are the strongest,
it is expected that reliable predictions of this method will persist in any number of dimensions as well.

In the subsequent sections of this chapter, we present a detailed review of the dynamical mean-field
theory, following Refs. [58, 63] and references therein.
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Figure 1.1: (a) Our original Holstein lattice problem. Blue and green balls represent lattice sites and
electrons, respectively. Phonons are represented as little waves on blue balls. (b) In the d — oo limit
we can focus on just one single site, regarding everything else as an electron reservoir. In this limit the
problem is fully characterized using only the local Green’s function GG;; and local self-energy >;;. (c)
In the d — oo limit the problem can be fully mapped to the impurity problem. The figure shows one
possible scenario of the impurity’s time evolution. Since the impurity problem is characterized by the
impurity Green’s function Giy,, and impurity self-energy >, the mapping is realized by equating
Gii = Gimp and 2“ = Eimp-

1.2 Getting to Know DMFT: An Intuitive Approach

Before giving a formal derivation of the DMFT equations in the subsequent sections, let us first try
to understand the foundational concepts using a less rigorous approach!. Since DMFT is, as noted in
Sec. 1.1, exact when d — oo, this limit will be used to motivate the main ideas behind this method.
Let us start with the finite-dimensional Holstein lattice problem on a hypercubic lattice, shown in
Fig. 1.1(a). Since all lattice sites are equivalent, let us focus on one arbitrary lattice site, which we
call the impurity. One could now ask themselves, how does the impurity perceive its surroundings?
In 1D, 2D, and 3D cases, it sees a discrete set of sites with a finite number (2d) of nearest neighbors.
However, if we keep increasing the number of dimensions, the impurity’s surroundings starts to acquire

I'This is also a convenient place to introduce the terminology that is standardly used.
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a structureless form, which we call the (electron) reservoir. Thus, it is intuitively clear? that in the limit
d — oo, our original Holstein lattice problem is equivalent (i.e., reduces to) an effective single-site
problem, called the (Holstein-Anderson) impurity problem; see Fig. 1.1(b). This is simpler than the
original problem, but much more sophisticated than the regular mean-field theory which reduces the
original problem to a single-particle problem. In fact, the dynamics of the impurity problem is quite
rich, and is illustrated in Fig. 1.1(c). We see that the electrons can hop back and forth between the
impurity and the reservoir, and this dynamics can be described by introducing the so-called Weiss
field Gy(w), playing the role of the dynamical (i.e., frequency-dependent) mean-field. Furthermore,
the impurity site can also accompany an arbitrary number of phonons, where the phonon frequency
and electron-phonon coupling strength remain the same as in the lattice formulation of the problem,
shown in panel 1.1(a).

The electron-phonon interaction on the impurity site is not taken into account by Go(w), which can
thus be interpreted as a free propagator. The complete description of the impurity problem, therefore,
requires the introduction of another quantity: the full (or interacting) Green’s function Gy (w), Which
(in the time domain) represents the probability amplitude that the electron will stay at the impurity
site. The interpretation of Gy(w) and Gy, (w) as the free and interacting Green’s function suggests
that we could also define the impurity self-energy using the Dyson equation

Timp(w) = G (W) = G (). (1.1)
Although this seems unnecessary at this point, this enables us to connect the lattice problem from
panel 1.1(a) to the impurity problem from panels 1.1(b) and 1.1(c). To accomplish this, it is natural to
require that ¥, (w) and Gimp(w) coincide with the corresponding quantitites from the original lattice
problem Y;;(w) and G;(w) respectively. This allows us to make the notation simpler in the following
text by dropping the subscripts and simply writing

Yimp(w) = Xji(w) = E(w); Gimp(w) = Gi(w) = G(w) (1.2)

While all of this will be mathematically justified in the sections to come, it is important to note that
none of this would be possible if the electron-phonon interaction was not local, meaning that all
creation and annihilation operators of the interaction terms have to correspond to the same lattice
site. Otherwise, there would be some more complicated interaction between the impurity site and the
rest of the lattice, so we could not describe the full dynamics using only the two quantities which are
connected via the Dyson equation: the self-energy X, (describing the interaction on the impurity
site) and the Weiss field G (describing the hopping, i.e., hybridization between the impurity and the
rest of the system).

We have now successfully rewritten our original lattice problem as an impurity problem. However,
two questions arise:

1. The Weiss field Gy (w) is still unknown. How can we calculate this quantity?

2. Once Gy(w) is known, how can we solve the impurity problem? Stated differently, how is the
self-energy ¥(w) calculated in the impurity problem if Go(w) is given?

2Although we give a rigorous proof of all of these statements in the following sections, this statement becomes much
more apparent if we note that the self-energy becomes local ¥;; (w) = X;;(w)d; ; in the limit d — oo. This will be proved
in Sec. 1.4 using the skeleton expansion of the self-energy and the fact that it features the Green’s functions that scale as
Gj,j, x 1/4/Zj,;,, where Z;, ;, represents the number of sites jo which are equivalent to site j;. This scaling can be seen
as a consequence of the fact that G, ;, is interpreted as the probability amplitude for a particle to hop from between sites
J1 and ja.

21



Starting with the second question, it turns out that the impurity problem can actually be solved com-
pletely analytically in terms of the continued fraction expansion. These can also be expressed as
recursion relations which are much more convenient for numerical implementations. The derivation
will be presented in Sec. 1.9, but for now we just list the results:

B(w) = Gyt (w) = G7H(w), (1.3a)
o) = i G&_ —A<§<l>—B/“ @) (-3
A= Gy (w + <p(i I)i?— AP (w)’ (130
K Gyt (w — EZ i f>:o§)i23£“”<w>’ (130
AM(w) =0, B>(w)=0. (1.3e)

Eq. (1.3) is known as the impurity solver: it takes G(w) as an input, and provides >(w) as an output. To
use it, we first need to calculate the quantities A and By(LO), which are determined recursively, starting
from (1.3e) and going back to (1.3d) and (1.3¢). Then, G(w) is calculated using (1.3b), which enables
us to use Dyson Eq. (1.3a) to obtain ¥(w). For 7" = 0 the equations simplify and the self-energy can
be written as

S(w) = BP (w). (1.4)

Rewriting it as a continued fraction, A (w) represents just a finite fraction that takes into account
the emission of phonons, while B,(LO) (w) is an infinite continued fraction, which takes into account the
absorption of phonons.

Let us now go back to the first question. The Weiss field G(w), and thus the self-energy > (w)
can be determined using the self-consistency loop, as shown in Fig. 1.2. We start by using some
initial guess for G, and calculate 3(w) using the impurity solver. Then, we calculate the full Green’s
function G(w) using

G(w) = Gi(w) = %Z o 2(1 = /oo _ple)de (1.5)

w) — ek oW —2(w)—¢

where N is the number of lattice sites, ¢y is the noninteracting dispersion relation, and p(¢) is the
noninteracting density of states. Then, the Weiss field in the next interaction G{"(w) can be calculated
via the Dyson equation. Now, we check whether

1G5 (w) — Go(w)] < &tar; (1.6)

where ,,; is a fixed predetermined value of tolerance which is typically somewhere around £,,; ~ 10~
or smaller. If Eq. (1.6) is satisfied, the DMFT loop terminates and Y, Gy and G are found. Otherwise,
G is used in the impurity solver and the procedure is repeated until convergence is reached.

We note that the density of states p(¢) in Eq. (1.5) is the only place where the lattice type comes
into play. Hence, even though the DMFT equations were formally derived in the limit d — oo, the
algorithm in Fig. 1.2 can also be used in finite-dimensional case, with appropriately chosen p(¢). Of
course, DMFT should then be regarded as an approximate method.

22



1G5 — Gol| < €tar?

Figure 1.2: Visualization of the DMFT algorithm which connects Gy(w), X(w) and G(w) self-
consistently. The self-energy ¥.(w) takes into account all many-body effects on the impurity site,
whereas G(w) is the "free" impurity propagator which incorporates the effects of all other sites. G(w)
is the local Green’s function.

It should also be mentioned that Eq. (1.5) admits an exact solution in 1D and 2D square lattices with
nearest neighbour hopping (see Sec. 1.8):

1 —1

G'™(w) = Re 4+ Im : (1.7)
2t0aB(w)y/1 — 557 2toar/1 — B(w)?
K (L)
2D B(w)
= ——" 1.8
6(w) = G (1.8
where K (k) = fow/ d0/\/1 — k2 sin® 0 is the complete elliptic integral of the first kind, while

B(w) = (w — 2(w))/2to. (1.9)

In the rest of this chapter, we present a detailed derivation of the DMFT equations. We start by
discussing the limit d — oo.
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1.3 Renormalization of the Physical Quantities in the Limit of
Infinite Number of Dimensions d — co

Building upon the heuristic treatment from Secs. 1.1 and 1.2, we now present a more formal analysis
of the limit d — oo [58, 63, 64]. To begin with, it is important to note that this limit cannot be
performed completely straightforwardly. Otherwise, as we will see, the kinetic energy might become
infinitely larger than the potential energy, making this limit trivial. To avoid this, we will show that it
is necessary to renormalize the hopping parameter as follows ¢ty — ¢,/ v/2d. This will turn out to have
direct consequences on the scaling of the Green’s functions (with respect to d), and most importantly
on the self-energy which ultimately proves to be momentum-independent in the d — oo limit.

1.3.1 Renormalization of the Hopping Parameter in the Limit d — oo

Before starting our analysis it is important to point out that all energy quantities need to be normalized
with respect to the number of lattice sites (or volume) and the concentration of charge carriers n,
in order to make them finite. This is not a property of the d — oo limit, and needs to be done in
the finite-dimensional case as well. The normalization with respect to the concentration of charge
carriers is necessary since we are working in the limit when the chemical potential® is i — —oo. In
the following text, we will make our phrasing concise by simply using the term (kinetic or potential)
energy, assuming that the given quantity is normalized appropriately.

Let us now determine the scaling of potential and kinetic energy with respect to d. Since the
electron-phonon interaction is local in the Holstein model, we see that the potential energy scales as
O(d°). However, the electron kinetic part is different. The corresponding noninteracting kinetic energy
can be written as

B [ o dwwe™™p(w)
Nne  [7 dwePp(w)’

(1.10)

where p(w) is the density of states, which in the case of hypercubic lattice in d dimensions can be
expressed as follows

d
1 1
p<w>=Nzaw—ek)=N25(w+2tchoskj)
k k j=1
2 2 ddk’ d
- O w2t cosk; |, (1.11)
AR U CEED I

where we used that the noninteracting dispersion is €, = —2t, Z;l:l cos k;. Let us now interpret k; as
a random variable with a probability distribution p(k;) = % Then, e can be written as a sum

d
£ = Z Y;, (1.12)
j=1
where Y; = —2t, cos k; are also random variables, while Eq. (1.11) can be is the expectation value

p(w) = <5 (w—ZYj>>, (1.13)

3In the case when the chemical potential is finite, the normalization with respect to n. is unnecessary.
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which can be interpreted as the expectation value of the random variable e = 25:1 Y;. Hence,
according to the central limit theorem [65], in the limit d — oo, the density of states becomes a
Gaussian

1 w2
plw) = e 27, (1.14)
oV 2
where the variance is determined by
2 2 o [FTdk 2
o® =d(Y?) = 4di} 5, cos” k= 2di. (1.15)
0

Plugging all of this back into Eq. (1.10), we see that the kinetic energy, in the limit of infinite number
of dimensions, becomes

B —fo%e™5 Bo? (1.16)
— = — D0 . .
Nne e ,8220-2

We conclude that, in order to make the kinetic energy scale the same way as the potential energy O(d°),
and in order keep the Gaussian variance finite, we need to renormalize the hopping parameter

to

V2d’

or equivalently to introduce a parameter ¢* that is finite by definition and equal to t* = 2d¢3.

to —

(1.17)

1.3.2 Renormalization of the Green’s Function in the Limit d — oo

Let us now inspect what are the consequences of the scaling ¢ty o« 1/ V/d on the Green’s functions
Gij (w). Before we start, we note that in this section we will consider that the chemical potential is
a large, but finite, negative number (instead of ;i — —o0). For all our purposes, this is physically
equivalent, but makes the analysis somewhat easier since the energy now only needs to be normalized
with respect to the number of lattice sites, and not with respect to the charge carrier concentration. We
could have also done this in the previous section, in which case we would conclude that Ey;, /N is
finite if we renormalize the hopping parameter such that ¢y oc 1/ V.

1.3.2.1 Renormalization of G;;(w) when i and j are Nearest Neighbours
The kinetic energy can be written as
By, = —tozZ<C;{Cj> :ZtozZGw(t—)O_), (1.18)
7 jE(SL 7 j65i

where ¢§; denotes the sites that are nearest neighbours to site 7. Since the system is translationally
invariant, we conclude that G;; = G);_;|, implying that the sum over ¢ in Eq. (1.18) actually contains
N identical terms. Thus, we conclude that
Ekin . —
N:%Zqﬁwwy (1.19)

JEB;

Since the left hand side scales as O(d°), , is scaled as O(d"2), and the sum $_ jes, scales as O(d),
we deduce that

1

in the case when ¢ and j are nearest neighbours.



1.3.2.2 Renormalization of GG;;(w) in the Case of Arbitrary i and j

We first note that the scaling of Green’s function with respect to d should not depend on the strength
of electron-phonon coupling or the temperature. Hence, the scaling of G;; can be determined by
inspecting the free propagator at 7' = 0, which can be written as a resolvent [63]

1
wl — ¢

Gij(w) = <z‘

j>, (1.21)

where 1 is the identity matrix, and £ is the hopping matrix*. The scaling of the Green’s function Gij
with respect to d is thus solely a consequence of its functional dependence on t,. Therefore, one of the
ways to proceed is to calculate the leading terms, with respect to ¢y, of the co-factors and determinant
of the matrix w1 — £. The ratio of these two quantities represents the leading term of Eq. (1.21). These
are most easily calculated using

a1; a2 a13 Aaiq
Q21 Q22 G23 QA24

as; Q32 Asz G34 ...| = Z SIgN(0) U16(1)020(2)U30(3) Gao(4) - - - (1.22)
41 Q42 A43 Q44 o

where we sum over all possible permutations . Using this, we get
Gy oc d—2IRRll, (1.23)

where |R — R’|| denotes the so-called Manhattan distance. It is defined by

d
IR-R|=> R, —R;| (1.24)

r=1

This result could have been expected since it is in line with our physical intuition: since the hopping
part of the Hamiltonian connects only the nearest neighbors, the particle needs | R; —R ;|| hops in order
to get from site ¢ to site j. Due to the fact that the Green’s function between nearest neighbors scales
as 1/1/d (see Eq. (1.20)), we could anticipate that G;; o< (1/v/d)®~Rsl However, it is important to
note that we cannot set GG;; — 0, even in the strict limit d — oo. This is because, although G;; gives
infinitely small contribution, there are infinitely many paths that an electron can take. Thus, the overall
contribution can be finite.

Our next task is to see what kind of implications does the scaling law of Green’s function has on
the self-energy.

1.4 Self-energy in the Limit of an Infinite Number of Dimensions

The self-energy can be written as a sum of one-particle irreducible Feynman diagrams, as shown in
the first row of Fig. 1.3. Since the Green’s functions are scaled as in Eq. (1.23), it is expected that
this will have direct consequences on the self-energy: in fact, it turns out that the self-energy is local
Yij(w) = Xji(w) - d; ;. In other words, the self-energy is momentum independent in the Fourier space
Yx(w) = X(w). This was originally proved by Metzner and D. Vollhardt. Here, we review the proof
of that statement.

In the first row of Fig. 1.3, the self-energy is written as a functional of the free propagator X[G)].
It is also possible to express it as functional of the interacting propagator Y[G], by replacing the solid

*Hopping matrix looks the same as the Hamiltonian matrix if we set g — 0 and wy — 0.
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Figure 1.3: Feynman diagrams for the self-energy.

lines (noninteracting propagators) with double solid lines (interacting propagators), and omitting the
diagrams that have the self-energy insertions (for example, see Fig.1.4(a)) in order to avoid double
counting of the diagrams. As a result, we get the so-called skeleton expansion, which is shown in
the second row of Fig. 1.3. In Fig. 1.4 we show some diagrams that are omitted in the skeleton

G 7

Figure 1.4: Examples of diagrams that are not included in the skeleton expansion of the self-energy.
Panel (a) is not included as the fermion line has self-energy insertion. Panels (b) and (c¢) do not
contribute in the limit of vanishing electron concentration, which is the case we are considering.
Otherwise, these diagrams would be included. The diagram in panel (d) is not contributing in the limit
of vanishing electron concentration, and in addition, it also has a self-energy insertion.

Y

(b) () (d)

AAAA:

VVVVVV
AAAANAA
VVVVVVV

AAA

-

expansion, either due to the self-energy insertions or due to the fact that they do not contribute in
the limit of vanishing electron concentration. We note that the derivation that we present (about the
k-independence of the self-energy) will also work in the case when the electron concentration is finite,
1.e., in the case when the diagrams in Figs. 1.4(b)- 1.4(c) would be included.

To proceed, we first prove that every two vertices of the self-energy skeleton diagrams have to be
connected by at least three distinct paths. We will prove this by contradiction. Suppose that there exist
two vertices ¢ and j (see panel 1.5(a)), in the skeleton expansion of the self-energy, that are connected
by two or less distinct paths. We immediately see that a path between these necessarily has to exist,
in order for the diagram to be connected; see Fig. 1.5(b). In fact, there also needs to be a second path
between ¢ and j. Otherwise, the diagram would not be one-particle irreducible. All three possibilities
in which two paths can connect ¢ and j are shown in Figs. 1.5(c)-1.5(c3). Now, we need to establish
what happens to the rest of the fermion lines that are not connected to anything. From the form of
the bare electron-phonon vertex, we see that each fermion line is connected to either a vertex or to an
ingoing/outgoing line. Thus, two fermion lines from Figs. 1.5(c1)-1.5(c3) have to be connected to an
ingoing/outgoing line (there is only one ingoing and one outgoing line), while other two are somehow
connected. As we supposed that there is no third path that connects ¢ and 7, Figs. 1.5(d;)-1.5(d,)
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Figure 1.5: Visual proof that every two vertices (here denoted by ¢ and j) have to be connected by
at least three distinct paths (the blue dotted line denotes one distinct path, which does not have to go
directly from ¢ to j, and may traverse intermediate vertices in between.).

illustrate all forms that a diagram might assume. However, each of these diagrams has a self-energy
insertion see Figs. 1.5(e1)-1.5(e4). Hence, these are not skeleton diagrams, which is a contradiction.
We conclude that the assumption must have been false, which means that there are at least three distinct
paths between each two vertices of the self-energy skeleton diagrams.

Let us now choose arbitrary vertex ¢, and keep it fixed. Then, for every other internal vertex 7,
we need to take into account at least three distinct paths between ¢ and j, and the summation over j.
The sites 7, and thus the summation over 7, can be divided into classes, such that each class consists
of mutually equivalent sites. In each of these classes, | R; — R;|| is constant. Thus, the contribution

of propagators, going from ¢ to j is of the order of O(d*%”RFRﬂ'”), or less if we pass through some
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additional sites between ¢ and j (see Eq. (1.23)). Furthermore, the contribution of the sum over the
class we are considering can be at most of the order of O(d!®:~Rill) The overall contribution for i # j
is thus of the order of O(d~2IRi~Rsl) or less, while it is of the order of O(d®) for i = j. From here,
we can deduce that all propagators in the skeleton expansion of the self-energy are local propagators
Gi;(w). As a consequence, we do not have to worry about the conservation of momentum at the vertices.
Furthermore, we can also see that the self-energy is diagonal in coordinate representation ¥;;(w) =
Y;i(w)d; ;, 1.e., momentum independent in Fourier space ¥y (w) = ¥(w). This can be further confirmed
from the definition of Fourier transform, using the translational invariance ¥; ;(w) = 3;_;(w)

Si(w) = ™%, (w). (1.25)
J

As before, we can break the sum into the sum over different classes, and a sum within each class. Then,
53, (w) scales as O(d 2R}, as there are at least three paths between site 0 and j. Furthermore, the sum
over the elements of one class scales as O(dI®s1). Hence, only the term j = 0 gives a nonvanishing
contribution in the limit d — oo, proving that the self-energy is indeed local.

Our next step is to prove that the Holstein lattice model can be mapped onto the impurity problem,
in the limit d — oo. Before we do that, let us first reduce the number of degrees of freedom by
integrating out the phonons. This way, the rest of the derivation will be completely analogous to the
derivation in the Hubbard model.

1.5 Integrating out the Phononic Degrees of Freedom

The Hamiltonian in Eq. (1.2) defines the Holstein model. Equivalently, we can also switch to the
functional formalism, where the partition function can be written as a path integral over the electronic
and phononic degrees of freedom of e~°, where S is the action of our theory. As we will see, the
integral over the phononic degrees of freedom can be performed exactly as a consequence of the fact
that the Hamiltonian (1.2) is linear with respect to a' and a. As a result, we get an effective action,
where only the electronic degrees of freedom are left. Now the resulting electron-electron interaction
is much more complicated: although still local, it is now time (i.e., frequency) dependent. These
retardation effects are a compensation for the phonons’. Nevertheless, we will see that we can still
perform an exact mapping to the impurity problem in the limit d — oo. This is a consequence of the
fact that DMFT can capture temporal correlations exactly, while spatial correlations are neglected.

Let us now be more mathematically formal. Let ¢ be phononic field, and 1) Grasmann electron
field. Then, the partition function can be written as follows [66, 67]

Z = /DW, ¢] /D[¢a ¢] exXp {_Sel[qk W - Sph[&a ¢] - Selfph[éa ¢> &7 w]} ) (126)

where

oo
Salth, ] = /0 dr | 3 v5(7) (% - ) ¥5(7) +Hel<z/7,w)] . (1.27a)

- B [ - _
Sonl, 9] = /0 dr Z@(r)%@(rwﬂphw,@], (1.27b)
L J

_ B B _ _
Surpnl®, 6,5, 9] = / A7 Ho o[, 6,5, ). (1.27¢)

0

>The analogous situation happens in a more familiar example of electrodynamics.
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Hy (¥, 1), Hyn(9, @), and Hy_pu[é, ¢, 1, 1] are given by® Eq. (1.2), after we perform the substitution
c — (1), ¢ — (1), a = ¢(7), and a' — ¢(7), which works both in the coordinate and Fourier
space. Let us write these out explicitly:

He = —to Z (i) () + &y (7 Zskwk )t (T (1.28a)
Hpy, = wy Z $i(T)ei(7) = wy Z Su(7) (1), (1.28b)
] k

g _
= ——= > nq(7) (6-4(7) + ¢a(7)), (1.28¢)
where ng = Y, iiq is the Fourier transform of n; = ¢;1;. Let us now rewrite Eq. (1.26) as

= /D[&v ¢]6_ aliv] /Dw_)a Qb} exXp {_Sph[¢_§7 Qb] - Sel—ph[gga ¢, @Za ¢]} : (129)

~
Z

If we integrate over gz; and ¢, we can introduce S; such that Z; = const - e W’w], and the whole
partition function can be written as

Z = const - /D[@/_),w]e_sd[w’w]e_slw’d’] = const - /D[l/_z,zﬁ]e_SCffW”w]. (1.30)

Here, we introduced the so-called effective action e~ %[¥¥] where the phononic degrees of freedom
have been integrated out. Calculating this quantity is the main task of this section.

To do so, we first perform the Fourier transform of the field operators from the imaginary time 7
to the Matsubara frequency space, in order to get rid of the derivative with respect to 7 in Eq. (1.27)

B
Pan = % /0 dr g (T)e, Pq(T) = % angbq,ne“’“, (1.31a)
Pon = —= / ’ dripg(T)en™, o(r) = — S e, (1.31b)
7 VB Jo VB — 7

where v, = 2n7T and w, = (2n + 1)7T" are the bosonic and fermionic Matsubara frequencies
respectively. Since n_q consists of two fermionic operators, it is a bosonic operator. Hence:

1 .
n_g(7) = 7 > n_gue (1.32a)

1 [P : 1 [P - ;
v = 5 | a0 = 5 | i Y Do) (1320)

®We note that Eq. (1.2) is written in the 1D case, while now we need to work in the d dimensional case. This is only
reflected in H;, which in this case reads as H, = —tg ZW) (c;rcj + H.c.) = — E” tij 103» where t;; = to if i and j
are nearest neighbours, while otherwise being ¢;; = 0.
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Now, plugging Eqgs. (1.32), (1.31) into Eq. (1.28), and all of this into Eq. (1.27), we see that Z; from
Eq. (1.30) can be straightforwardly calculated as follows

Zl /D (b ¢ exp { Z qun an ¢qn \/QN Z N_qmn (¢q,—n + (E—q,n)} . (133)

The factor g/+/ N multiplies two terms: let us make the substitution n — —n in the first of those terms
and a substitution q — —q in the second of those terms

zl—/Dqﬁ ¢exp{ Z«z»w — iVn)bqn + \/_Z n_q, n¢qn+nqn¢qn)}. (1.34)

This is now a standard Gaussian integral that is calculated as follows

AT 1 a4
/D[@7U]evAv+wv+vw — detAewA w (135)

Thus Z; reduces to

1 g° N_gq—nN
Zi=|| ——exps = — 3"
! llwo—iun p{NZ Wy — Wy, }

q,n
1 g9 Wo
=||——¢ = ————Nq—nTan ¢ 1.36

iVp

where the last equality is obtained using the fact that ) _ w2z l-a-nNan is vanishing. This is seen

as a consequence of the fact that the expression under the summation is an odd function of n. Hence,
we finally obtain an expression for Seg from Eq. (1.30)

Seﬁ”[lz7 w] = Sel[lﬁa w] + 51[1;; w] = 561[1;7 w] —1In Zl
2
n g “o .
= el[wa ¢] - N ; mnfq,*nnq,n + qzn In (WO - Zl/n) . (137)
The first and the last term represent the free electron and the free phonon action respectively, while
the middle term represents the effective electron-electron interaction. Since we are interested in the
electron Green’s function, the free phonon action is unimportant, and will hence be dropped in the

further analysis.
Let us now concentrate on the effective electron-electron interaction

2
el—ely 7 g W
Seilf IW,QM = _N E wg _fyzn—q,—nnq,n- (138)
qn "

If we go back to the 7 domain, we can explicitly see the retarded nature of effective electron-electron
interaction

S ] =~ Z% V2f/ 1 Y ol ()"

X ﬁ /0 dry %: iy +q(T2) Vi, (T9)e T2, (1.39)
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If we now recall that the phonon propagator reads as

Do(r = ') = = (Tr (aq(r) + al (7)) (aq(7) +alg(7)) )

1 20..]0 —ivp (T—7") /
=N T ) = D(r — 1.40
Y ) (1.40)
then Eq. (1.39) can be straightforwardly transformed to

Sl ) =2 / iy [ ar 3 Dl = 1) ol (). (14D

q,ki,ko

If we now also go back from the momentum to coordinate space, the whole S.q can be written as’

Sl 4] = /Oﬁdf{zzw(a% 1) 4l = t0 X () + 05 )

(ig)
2 154 ~ ~

In order to see how this effective action is connected to the impurity problem, we use the so-called
cavity method.

1.6 Cavity Method

1.6.1 Overview

In this section, we start analyzing how is our original lattice problem connected to the impurity
problem, and how the exact mapping can be performed in the limit d — oco. To do this, we start from
the effective action in Eq. (1.42) (see Fig. 1.6(a)) and separate the contribution from one arbitrary
site (see Fig. 1.6(c)), its connection to the other sites (see Fig. 1.6(d)), and the rest of the lattice
(see Fig. 1.6(b)). The site we selected plays the role of the impurity site, and everything else will be
integrated over, in the functional formalism. Later, we will show that the resulting action coincides
with the action of the impurity problem in the limit d — oo. This approach is known as the cavity
method. Let us now present a more formal, mathematical derivation.

: (a) o (b)

=Sefr =S5(0)

Figure 1.6: Illustration of the cavity method.

7As we discussed, the free phonon part will be dropped.
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1.6.2 Cavity Construction

As we explained above, the effective action S can be rewritten as follows

S = SO 4 Sy + AS, (1.43)
where
SO :/B dT{ 2&1(7’) (2 - N) (1) — Z tibi (7)1 (7)
0 i#0 or i,j70
2 B8 _

+ % ; dr'D(r —7') #Zowz( )%( (T )wz(T)} (1.442)

B _ 2 B B B
So = /0 ar {wo(f) (a% - ) do(r) + L /0 ar'Di(r — f)%(ﬂ%(#)%(Tf)wo(f)} (1.4b)

B
/ dTZ zo% +t01¢0( )@/12(7')] Z/ drAS(T). (1.44c¢)
0
:—AS(T) ’

In order to make the notation somewhat simpler, we introduced AS(7) and also ¢;;, that is nonzero
only when 7 and j are nearest neighbors, in which case it is equal to ¢,. Now, we want to integrate over
all v; and ¢; for 7 # 0 in Eq. (1.30). It is thus natural to rewrite the partition function as follows

/ [0, thole ™ / [ Dli, wies" =25 (1.45)
i#0

While this cannot be calculated analytically in general, it is possible to express it in terms of the
Green’s functions. This can be done as follows

/ [ Dige v /HD%% - eXP{ / dTAS(T)}
1#0
/II wu% -5

1#£0

B
X exp {—/0 dr Z [tjo% (T)o(T) + tOj'QE(](T)’QDJ’(T)} } . (1.46)

Using the fact that ¢, = ¢¢;, and introducing 7; = ¢;0%)o, the previous expression becomes

/HD%JM _SO_AS /HDIDM% _5)

i#0 i#0
B _
X exp —/ dTZ [7;(T)0;(7) + i (T)m; ()] ¢ (1.47)
0 -
J
We derived that the right-hand side of Eq. (1.47) is actually a generating functional [67, 68] of a
lattice with a cavity, where 7); and 7); represent the source terms. It is thus possible to imminently

express [ [1, £0 D[, @bi]e*S(O)*AS in terms of the Green’s functions. However, we will employ a
more pedestrian approach.
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1.6.3 Expressing the Generating Functional in Terms of the Green’s Functions

In general, if S is the action of the theory®, then the Green’s functions are defined as

(‘UnG(n)(@lﬁ .. -anTn|a2n7-2n ce Oén+17'n+1)

— % / H DW_)aw ¢ai]€_swai’¢%}¢a1 (7'1) . ¢an (Tn)&anﬂ (Tn+1)"Za2n (7—2”)

1 RS
— zTr [e‘ﬁ(H—MN)TTcal (7’1) e Cay, (Tn)anH (Tm_l)CLQn (Tzn)]
= <TTCa1(7'1) oo Ca (Tn)anH(TnH)CLZn (TQn)> . (1.48)

In the last two lines, we listed the corresponding expressions in the operator formalism. These can be
used to easily switch between the functional and operator formalisms.
Going back to Eq. (1.47), we can expand the second line in the Taylor series

/HD wzﬂ/h -S5O _AS
1#0
/HD%,% =Y [ Z/ dr (7 (1) + & (N (7)) | . (1.49)

i#0

If we switched back to the operator formalism, there would be averaging over the field operators for
i # 0, but not for i = 0, due to the factor [ [, 20 Dy, e =5 Hence, terms with odd n in Eq. (1.49)
are necessarily vanishing, as they have odd number of creation/annihilation operators that are averaged
over. Thus

[T Dt v s

1#0

/Hszl,z/)z —S“’)Z > / del-"/OﬂdTiznﬁ

i#0 n=0 ji...J2n

[77;1( ]1>¢j1< ) + %1( ]1)77]1( )] s |:T_]j2n (T32n>¢j2n (Tjgn) + 7vz_)j2n (7'32n)77j2n (Tjgn)] (1.50)

In the last line, when we multiply everything out, there are 2n terms (note that (2n)! > 22" for n > 1).
However, only terms with an equal number of creation and annihilation operators are nonzero, and
there are only (*") = (2n)!/(n!)? of these. Furthermore, all of these terms are equal. This can be seen
as a consequence of: i) the fact that both ﬁw and vn are bosonic (i.e., commuting); ii) the fact that we
sum over ji . .. jo,, and integrate over 75, T thus we can always perform arbitrary permutation of
indices. Hence, our expression simplifies as follows

[T Dt e

r#0

/HD%,% -5 2 @ 2 2 / /dT / /dfin

r#£0 n i1.im J1---Jn

() T 07, ()0 75) - D (3, D053 i (73).(151)

8We are here just stating a general definition of Green’s function. This is still not restricted to the case of the lattice
with a cavity.



We will now permute the fields, taking into account that they are Grasmann variables, in order to make
the same arrangement of indices as in Eq. (1.48)

[0t e

r#0

/ 11Dk vile S(O)i Dl > 3 / dr;, - / dr / dr;.- / dr;

r#0 n=0 11.en J1---Jn

X 1iy (T3) - 70 (73, )3, (75,) - mn(jn)wu(“)--~¢in(Tzn)¢jn(T;n)---%(T;l)- (1.52)

The n = 0 term is just the partition function for the lattice with a cavity

O = [T] Dl v, (153

1#£0

If we separate this term, Eq. (1.52) becomes

/ T DIG,, ol 5028

r#0

— 0)2 n' > Z/ : /dT/d7'~---/ drs,

11.0n J1--Jn

X 772'1( i ) Thn( zn)ml( ) njn( p )
(O) /HD¢T7wT _S(O)wll( 11) 1/’%( )wjn( )---&jl(le)- (1.54)

r#£0

Using Eq. (1.48), we see that the last line of the previous expression represents the cavity Green’s
function. Hence

—z0_z i Z Z/ dr;, - / dT;n/ﬂdrjl---/ﬁden
0 0 0

n=1 21...%n J1---Jn

><m1<r;1>...mn<;>nﬁ< Do ()G (T T T ), (155)

where G'©) represents the cavity Green’s function.

1.6.4 Expressing the Generating Functional in Terms of the Connected Green’s
Functions

We managed to express the left-hand side of Eq. (1.55) in terms of the cavity Green’s function. As we
already noted, this was expected, as the left-hand side is actually a generating functional. Here, we
will be more precise and define the generating functional Z®[5, ] with a proper normalization’

290,11 = / [ D, e =25 (1.56)

i£0

The generating functional is normalized such that Z(9)[0,0] = 1
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Let us remind ourselves that we started from Eq. (1.45), with the goal to calculate the effective action'’
that is obtained when the integrals over all v;, except for ¢ = 0, have been carried out. It is thus much
better to express Z(?)[7, ] as an exponential of some function. In that sense, the result we obtained in
Eq. (1.55) is not suitable in this particular form. Luckily, the solution to our problem is provided by
the linked cluster theorem [68]: it tells us that the generating functional Z(®)[57, 7] can also be written
as an exponential of the second term in Eq. (1.55), if we substitute Z(© — 1 and G(© — G(9), where
G0 is the connected Green’s function

/ [T Dl e =25 = 200 20,4

r#0
B B B
:Z(O)-exp Z Z Z / dTgl---/ dTgn/ dTh"'/ dT;n
i1.vln J1---Jn 0 0 0
_ _ 0,c
X Tlil (Til) tee Thn (T;n)n]l (le) st njvz<7—5n)G£12n,]1]n (7—21 tee Tin’ Tj1 tee Tin)} (1'57)

If we now go back to Eq. (1.45), we finally obtain

SHISU—i—g( 7). Z/ dr;, - /dT~ / drs, - /den

11.08n J1---Jn
_ _ 0,c
X Ty (75) Tl (75 050 (T5,) « oy (75, )G, (T3 oo Ty Ty - T5)- (1.58)

1.6.5 Simplifications in the Limit d — oo

So far, all expressions that we derived are exact. Here, we can introduce the approximation such that
only Sy and the n = 1 term is kept in Eq. (1.58), while everything else is neglected. It turns out that
in the limit d — oo this is not an approximation, but actually an exact result. The main task of this
section will be to prove this statement.

First of all, we note that %, . ..%,, j1 . .. j, are all nearest neighbors to site 0. This can be seen from
the fact that n; = t,0¢, and t;q is nonzero only if 7 and 0 are nearest neighbors. Let us now use the
scaling laws (with respect to d) of the hopping parameter and the Green’s function, to see how the n-th
term in Eq. (1.58) behaves is the limit d — oo.

The n = 1 term contains
Z 7 GO (1.59)

Each source term is of the form 7; = ¢;01)9, where ¢; o< 1/ V/d, while GE?’C) o d-IR:—Rll/2 Ag i and
j are both nearest neighbours to site 0, and the lattice is hypercubic, we conclude: 1) that we need at
least two hops to go from i to j, which implies that G;;" oc 1/d; ii) that 3 _,;; oc d°. Combining all of
this, we deduce that the n = 1 term scales as

. 11
an]c;(o ) o d? 7 ke o(d"), (1.60)

which is finite in the limit d — oo.
A similar analysis can be conducted for the n = 2 term

e 0,c
> 05 G- (1.61)

11,82,J1,J2

0We note that we use the term effective action for both the action that is obtained by integrating out the phononic
degrees of freedom and also for the action when we further integrate over ¢; for ¢ # 0. In mathematical expressions these
will be denoted by S.g and S.g, respectively. In the text, the context will make it clear to which one we are referring.
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The only nontrivial part is to determine how does sz s, Scale with respect to d. We will illustrate
this using the lowest-order Feynman diagram, shown in Fig. 1.7. From the diagram, we can read off

11 J1

19 J2

Figure 1.7: Lowest order Feynman diagram for connected two-particle Green’s function GE?Z 221 o

mzm X ZGW e (1.62)

lor = jir = jor”

We note that i1, 75, 1, Jo are all nearest neighbors to site 0, as seen from Eq. (1.61) and the fact that
n; X tip. If we take r from Eq. (1.62) to also be a nearest neighbor of site 0, such that it does not
coincide with any of the indices 71, 72, j1, J2, then we can conclude that i) >, o d; ii) we need exactly

x 1/d, Gm x 1/d,
Ggr o 1/d. Thus, the two-particle Green’s function from Eq. (1. 62) scales as GZIZ wivje X 1/ d3. Going

back to Eq. (1. 61) we see that in this case, the whole term }; 1o 772177@277]17;]2G£1;2m scales as
oc d*( \}8)4 dls = Wthh vanishes in the limit d — oo. The same conclusion would be reached even

if 7 was not the nearest neighbor of site 0. Let us now analyze what happens if 7 coincides with one
of the indices i1, 79, J1, Jo. Without the loss of generality, let us assume that r coincides with 7;. Then,
Eq. (1.62) implies that

two hops to go from r to any one of i1, 79, j1, J2, meaning that G x 1/d, Gm

0. 1 1 1

1('”;2;”'2 . VR, —Riy [ \/gIRi, =Ry, T/ gRiy —Rj, [ (1.63)
If 41,19, 1, jo are all different, then |R;;, — R;,|| = ||[R;; — R;,|| = [|Ri; — R,,|| = 2, implying
that Gz(?z;j s X 1 /d3. This is completely analogous to the case we previously analyzed, so we can
imminently conclude that Eq. (1.61) scales as 1/d, which vanishes in the limit of an infinite number
of dimensions. If i1 = iy # j; # js, then the Green’s function falls off slower sz i x 1/ d?, but

the sum in Eq. (1.61) now contributes only as d°. Hence, the scaling of Eq. (1.61) remains the same
o 1/d. The same results are obtained even for iy = iy = j; # jo, Or iy = is = j; = Jo. In these cases,
the Green’s function is falling off even slower (as the d is increased), but this is compensated by the
fact that we are summing over fewer indices, so the contribution of the sum is smaller. We conclude
that the n = 2 term completely vanishes in the limit d — oo.

Analogous reasoning can be used to show that all n > 1 terms in Eq. (1.58) vanish in the limit of
an infinite number of dimensions, giving

Sefr —SO+Z/ d¢~/ drsi7: (1) (75) G (75, 75)
= [Car {isin) (2= 0) ) + % [ a7 Dt = (e il ()
+Z/ dT/ dr'tioo(T)G) (1 — 7)o (7" )to;. (1.64)
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Let us now transform the first term, to be of the same form as the third term

[ i) (2 =) vt = [ amiuto) (i) [ vt =)
/dT/ dr'do(r (——u) T—T)MO( N, (165)

Hence, the effective action can be written as

G = / ir / A7 o7 [(7 _ M) 57— 1)+ 3 tto, G (7 - T')] ()
+ 9; /0 ir /0 47 D(r — ) bo(7) o (7 W () (), (1.66)

where we substituted G(O ) GU , since the one-particle Green’s function is necessarily connected.
In the following, we w111 see that this action has exactly the same form as the action for the Holstein-
Anderson impurity problem. Thus, our next task is to precisely define what is the Holstein-Anderson
impurity problem and to prove that its effective action coincides with Eq. (1.66). This will prove that
the mapping of the lattice model to the impurity problem is exact in the limit d — oo.

1.7 Holstein-Anderson Impurity Problem

In this section, we will review the model in which a site, called the impurity site, is submerged into
the so-called electron bath. The electrons in the bath are mutually noninteracting, but there exists
a hybridization between them and the impurity site. Furthermore, the impurity site can contain an
electron and phonons, while the interaction between them is of the Holstein type. Such a model is
called the Holstein-Anderson impurity problem [56]. The main goal of this section is to convince
ourselves that the action of the Holstein-Anderson impurity problem has exactly the same form as
Eq. (1.66), meaning that there exists an exact mapping between the lattice problem in the limit d — oo,
and the impurity problem. In the following sections, we will see that the impurity problem admits an
exact analytic solution in terms of the continued fraction expansion [56]. This implies that the d — oo
lattice problem can also be solved exactly.
The Hamiltonian of the Holstein-Anderson impurity problem is given by

H = Z Ekclick + Z <chkd + deTck> +woa'a —gd'd(a + a’) . (1.67)
N~ —, o —
k k y Hpn Hing
Hres Hhybria

Here, we explicitly see the contribution of the electrons in the bath H,.s, hybridization between the
impurity site and the bath Hyy1,iq, the free phonons H,,;,, and the interaction between the phonons and
the electrons on the impurity site H;,;. Let us proceed in the functional formalism

= / D[x, x] / DI, ] / DIp, gle~Sthetoxxadl, (1.68)
where S is the action, which can be written as

SW_}ku 77Z)ka Xs X Q_§7 ¢] = Simp[X7 X] + Sres[zzkv %}k] + Shybrid[&k; ¢k7 X; X]
+Sph[<57¢] +Sintb_<7X7 ¢7 ¢]7 (169)
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where

Sl = [ d73(0) o), (1702

vl ] = / i3 ) ( n Ek) bl), (1.70b)
Shybia 1o Y10 T 1] = / ir 3 (el x() + Vi) (1.700)
Spnle; @] = /0 ’ dro(T) ( ;; + w0> o(7), (1.70d)

St [X, X, 6, 0] = —g /O ’ drp(r) (6(7) + 6(7)) - (1.70¢)

Here, p(7) = x(7)x(7), while ¢, ¢, x represent the fields of the free electrons in the bath, phonons,
and electrons on the impurity site, respectively.

Let us first integrate Eq. (1.68) over the phononic degrees of freedom ¢. These are present only
in terms Sy, and Siy. As in Sec. 1.5, we will rewrite these in the Matsubara frequency space (see
Egs. (1.31) and (1.32))

onl0: 9] Zgzsn — V)P, (1.71)
St [X. X: 6, =—gan (6—n + &n) - (1.72)
Hence

Z — /D[X’X] /‘D[wk’wk]esres[ik:d}k}Shybrid["["kvwk’X7x}Simp[X:X}

X /D[¢7 ¢] exXp {_ Z an(wo - Zyn)¢n + gzp—nqbn + gzpn¢n} . (173)

The integral in the bottom line is completely analogous to the one in Eq. (1.34). Thus, we can simply
read off the solution from Eq. (1.36)

:/D[X’X]/‘D[wk’wk]eSreshpkyd)k]Shybrid[d’kvd’k»XvX]Simp[XaX}

1 2 Wo
SENE S 0 ppa b (174
T i) P {g zn:w§+ugp p } (1.74)

Next, we want to integrate over . As before, we first express Syes and Shybria in Matsubara frequency
space

res ¢ka @ij Z wk n iwn)wk,n7 (175)
Shybrid [i}ka 'Qbk, Xa X] = Z (kak,an + Vk)znd}k,n) . (176)
k,n
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Plugging this back into Eq. (1.74)

1 _ CL)O —S: -
Z — D n 1mp[X7X]
—Hn(wo—ivn)/ [X; x] exp {g > o2 4 2Pl }

/ W)lﬂ ¢k exp { Z Qﬁkn Ek - an)d)kn - Z (Vk@zk,an + Vk)znd)k,n) } 5 (177)

k,n

where the bottom line is again the Gaussian integral. However, this time we need to take into account
that ¢/ is a Grasmann variable, so

/D[QE’ w]€*¢A¢+ﬁT/J+Q/_W = detA - eﬁA_ln_ (1.78)
Hence, we obtain

Hk (Ek - Zwm) wo
Z = didd Dlvy — Sim X 2 5 5 PnP-n
Lo — i) / [X; x] exp oo x|+ g zn: el

1
Vil Xn—=———Xn - (1.79
Nt
If we also express Simp[X, x| in Matsubara frequency space

Sinp X an —iWn) X, (1.80)

then we can simply read off the effective impurity action

B .y VAdl?
Seft = _ZXn an—;m

~
=3, XnG(Tl(iwn)Xn

2 Wo
e E ————Pnf—n, 1.81
Xn —9 4 w3+ugp p (1.81)

where we got rid of the terms in Eq. (1.79) that correspond to free phonons and free electrons from the
reservoir, which is justified as we are interested only in the Green’s function of the electrons on the
impurity site. As indicated by the underbrace, the first term in Eq. (1.81) determines the free Green’s
function G, which on the real-frequency axis reads as

V 2
Gy (w) :w—Zw'_—k’Ek. (1.82)
k

Let us now prove that Eq. (1.81) is of the same form as Eq. (1.66). To do so, we will rewrite
Eq. (1.81) in terms of the fields x in the 7 domain. The first term in Eq. (1.81) can thus be expressed

as follows
—an ! (iwn) Xn / dT/ dr'x(1)Gy (1 — 7)x (7). (1.83)

Remark 3. The last expression defines Gy*(t — 7') as an inverse Fourier transform of Gy (iwy,).
Although it would be clearer if these quantities were denoted differently, this is standardly done in the
literature.
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The second term in Eq. (1.81) has the same form as the right-hand side of Eq. (1.38). Therefore, using
the result in Eq. (1.41), we deduce that

2 8 B
wo g N
- ; ) /o dT/o dr'X(T)X (7" )x(")x(r)D(r — '), (1.84)

where D(7 — 7') is given by Eq. (1.40). Putting all of this together

= [ [ 4Gt - e
—/ dT/ dr' () ()X () (T)D(r — 7). (1.85)

Comparing Eqgs. (1.81) and (1.66), we see that they have exactly the same form if we impose that

Gal(T — 7") = — (% — ~> T — 7' thOtOJ 7_ -7 ) (186)

1.8 Self-consistency Condition

1.8.1 Derivation of the Self-consistency Condition

While Eq. (1.86) connects the quantities Gy and Gg-)), neither of these quantities are initially known.
As we will see, this requires the introduction of the self-consistently relation, which will be derived in
this section.

We start from Eq. (1.86) in Fourier space':

Gy tHiw,) = fi + iw, — Ztotog zwn (1.87)

While on the left-hand side we have G, ', which is a characteristic of the impurity problem, on the

right-hand side there is GZ ;> which represents the Green’s function of the lattice with a cavity. We

want to relate that quantity to the quantity we started from: the Green’s function of a lattice without

cavity [58]

GZ'(] (iwn)GOj (an)
GOO (zwn) '

This formula can be actually traced back to Hubbard [69]. Formally, it can be proved using the
expansion around the atomic limit [58, 70], but it is also quite easy to understand it intuitively: the
Green’s function G; is interpreted as probability amplitude for the particle to propagate from j to <.

G (iw,) = Gyjiwn) —

(1.88)

This is also true for G'?, but the electron in this case cannot propagate through site 0, because this

ij
site was removed. Hence, Gij can be obtained from G;; by subtracting the paths that go through
0. Furthermore, in the limit we are considering d — o0, it turns out that we only need to take into
account the paths that go once through 0, and these are given by G (iw,, ) Go,(iw, ). This last expression,
however, has some double counting which is most easily explained using the example in the 7 domain
as follows: if the electron was to propagate from j at 7 = 0 to 7 at 7 = T, then one possible path
is to first hop to site 0 at 7 = 7/3, "wait" on the site 0 until 7 = 27/3, and then hop to site i.
As we explained, this contribution needs to be subtracted from GEJO-). However, in the expression
Gi0Gl;, the term G takes into account paths in which the electron waits on the site 0 in the interval

11See Remark 3.
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T € (7/3,7/3+ At), while Gy; takes into account paths in which waiting on the site 0 happens in the
interval 7 € (7/3 4+ At, 27/3). But this is an overcounting, as all of these paths for different At, such
that 0 < At < 7/3, physically represent the same path in which the electron waits at the site 0 in the
interval 7 € (7/3,27/3). This overcounting can be easily taken into account in frequency space by
using the normalization G (iw,,), as we did in Eq. (1.88).

Plugging Eq. (1.88) in Eq. (1.87), we get

Gal(zwn) /L -+ an thotoj ij (an> -+ GOO an (Z tZOG’LO an ) (Z tojGOj(iwn)>
J

]

2
= [i + iw, — thotoj Gij(iw,) + Gog (iwy,) (Z ti0Go (1w, ) ) (1.89)

]

This can be further simplified if we use the Fourier representation of the Green’s function as

Z tioGo(iwn) = Z tJON Z e R Gy (iwy, ) Z Gy (iwy) — Z tijge R
7 J
~— —
€k

1
=~ D exGhliwn), (1.90)
k

and

thotOJ i an ZthﬂtO]gN Z _ik(le_Rm)Gk(iwn)

JiJ2

2
1 A
- St (St
k J1

J/

VvV
ex2

1
=% > erGuliw), (1.91)
k

where ¢y is the noninteracting dispersion relation. Furthermore, since we proved that the self-energy
is local, the Green’s function is given by

1 1
iwp — e — D(iwy) + i € —ex

Gy (iw,) = (1.92)

where we introduced the k independent parameter { = iw,, + i — X (iw, ). Now, Egs. (1.91) and (1.90)
can be rewritten in terms of the local Green’s function G;; = Zk Gk (iw,)/N as

N ZEka iwp) = N Z 6k§__€€—:§ N Z =1+ £Gy(iwy)]

- 14+ gﬁ ; G (iw,) = —1 + £Gii(iw,) (1.93)
and
1 2 s 1 ex(ex — &) +eaé
N gngk(M“) B ; £ —ex - £ —ex

1

N

D aCilivn) = =6+ ECGu(w,), (194
k



where we used the fact that the noninteracting dispersion relation is symmetric, i.e. ), ex = 0. Let us
now use all of these results in Eq. (1.89), to obtain

Gyl (iwn) = fi +iwy, — [—€ + EGui(wn)] + Gog (wn) [—1 + EGy(iw,)]?. (1.95)

As a consequence of the translational symmetry G; = Ggg, so the previous expression simplifies and
becomes
Gy Hiw,) = S(iwy,) + Gt (iw,). (1.96)

This is the self-consistency relation we were looking for. It is actually just a Dyson equation. Since
we are formulating our DMFT loop completely on the real-frequency axis, this result can be simply
analytically continued by substituting iw,, — w.

As we know, the local Green’s function G;(w) reads as

1 1 1
Gii(w)zﬁzk:Gk(W) :Nzk:w—ek—z(w)+g‘ (1.97)

However, as we explained in Sec. 2.1.2 of Part I, in the limit (which we are considering) of vanishing
electron density, we need to set the chemical potential far below the conduction band i — —o0, but
at the end of the calculation we substitute w — w — i, X(w — i) = X(w), G(w — i) = G(w). If we
apply this prescription to Eq. (1.97), we would obtain the result that looks the same as if the chemical
potential i was simply erased

1 1 _ p(e)
Gii(w) = Nzk:w—ek—E(w) —/dsm. (1.98)

In the last equality, we rewrote the result using the noninteracting density of states p(¢). Although this
result is exact in the limit d — oo, it actually enables us to easily apply DMFT as an approximate
method in the finite-dimensional case as well. We just need to use the appropriate noninteracting
density of states p(e).

Remark 4. The DMFT formalism is applicable both to the case of a finite and infinite number of
lattice sites N. The first equality in Eq. (1.98) is much better suited for the case of a finite N, whereas
the second equality is better for the thermodynamic limit (N — o0).

In the following, we will see that the integral in Eq. (1.98) can be solved exactly in the case of a 1D
system and the 2D square lattice in thermodynamic limit.

1.8.2 Local Green’s Function in the 1D Case

The straightforward numerical implementation of Eq. (1.98) may encounter issues, arising from the
fact that we are working on a real frequency axis and the denominator can be very close to zero for
certain €. In Sec. 1.8.4 we will derive a numerical scheme that solves this problem. However, in 1D
this problem can be solved even more directly, by explicitly solving the integral in Eq. (1.98).

To do so, we first need an expression for the 1D density of states p(e). It is given by

2 2
ole) = =€) (1.99)

m\/AtE — €2’

where 0 is the Heaviside step function. Plugging this into Eq. (1.98) and using the substitution € =

2to sin z, we obtain
1 i dx
aQ _ 1.100
() Atom /_7r B(w) —sinx’ ( )
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where we introduced an auxiliary quantity

B = = 1.101
W) =55 (1.101)
Additional substitution z = ¢** leads us to
1 dz 1 1 dz
G _ i — ) 1.102
(@) Atom iz Bw) — (2 — 1) 2w j{ —22 4+ 2izB(w) + 1 ( )
|z]=1 |z]=1

As we see, we obtained a counterclockwise complex integral over the unit circle |z| = 1. This integral
can be solved using the method of residues. To do so, we express the polynomial in the denominator
of Eq. (1.102) in its factorized form

—22 +2izB(w) +1=—(2—2.)(z — 2z_), (1.103)

where 2z are given by
2y =iB(w) £ /1 — B(w)?. (1.104)

Then, G(w) becomes
1 dz
Gw) =— . 1.105
() 2tom j{ (z—21)(z—22) ( )
|z|=1

Lastly, to apply the method of residues, we need to determine which poles of the subintegral function
are inside the contour we are integrating over, i.e., we need to find out whether 2. are inside the
complex unit circle |z| = 1 or not. It turns our that |z, | < 1, while |z_| > 1, meaning that only the
pole at z, gives a non-vanishing contribution to the Eq. (1.105). This can be proved as a consequence
of the causality Im¥(w) < 0, since it implies that ImB(w) > 0. Hence, the result is given by

—i1 —i !
Gw)=— = = ' (1.100)
to z4 — 22— ?to 1— B(w)? 2t0B(w)y /1 — B(}u)z
EG}r(B) h G,]?ZB)

In Eq. (1.106), we wrote the solution in two ways: G! and G*!. They are completely equivalent in our

case when ImB(w) > 0, but can otherwise give different results. Since B(w) can be arbitrarily close
to the real axis, it is important to ensure additional numerical stability by requiring that the expression
for G(w) satisfies that the ImB(w) = 0 solution coincides with the solution in the limit ImB(w) — 0.
Neither expression in Eq. (1.106), fully satisfies this property. However, it turns out that

Re lim G(B) = ReG'(ReB) # ReG! (ReB) (1.107a)

mb—

Im_ thOG(B) = ImG’(ReB) # ImG" (ReB) (1.107b)
mB—

This is illustrated in Fig. 1.8. Hence, the desired property can be obtained by combining the imaginary
and the real parts of different solutions G! and G/, as follows

, p
G(w) = Re +iTm ! . (1.108)
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Figure 1.8: Two different solutions for the local Green’s function in 1D. (a) Illustration that
Relim. o G(B + ic) = ReG'"(B) # ReG'(B). (b) Illustration that Imlim. ,o G(B + ic) =
ImG! (B) # ImG"(B). In both panels B € R.

1.8.3 Local Green’s Function in the Case of 2D Square Lattice

Before presenting a numerical scheme for numerical implementation of Eq. (1.98), let us show that
this integral can also be solved in the case of 2D square lattice as well.
First, let us rewrite Eq. (1.98) using the Fourier representation of the density of states '

—0o0 —0o0

If we now interchange the order of integrals, and use the auxiliary parameter B(w) that we defined in
Eq. (1.101), the previous expression becomes

Glw) = — /oo dzp(z) /oo de— " (1.110)

—00 — 0o € — 2t0B(W)

The integral over ¢ can be solved using the residue theorem. It is thus important to notice that the

subintegral function has only a single pole at €, = 2toB(w), that is situated at the upper half-plane,
i.e. ImB(w) > 0 (since Im¥(w) < 0). Hence

Gl) = ~2ri [ dopla)e P o) (111

—00

Up to now, everything was general. The only place where we actually specify the lattice we are
working with is through a mathematical form of p(x), which we now calculate

N 1 > —1ixTe
plae) = 5 | deeple

1 00 —1iTE 1
=5 | dee -N;(S(s—sk)

1 oo ) 1 2w 2m
= % dse‘”g , T /0 dkx/o dk,0(g + 2t cos k, + 2ty cos ky)

27 ) 1 2T ) 2
dk? dk e—zx(—Zto coskg—2tocosky) _ = dk621t0$C05k ) (1112)
27r Y 2m Lo

12The Fourier transform of p(e) will be denoted by p(z)
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Hence, recognizing the integral representation of the Bessel function .J; of the first kind of order zero,

we get

J0(2tol')2

plo) = 5 (1.113)

Plugging this back into Eq. (1.111), we finally obtain

(w)
Glw) = ——"*+ 1.114
where K (k) ﬂ/ 2 do /v/1 — k2sin’ 0 is the complete elliptic integral of the first kind.

1.8.4 Numerical Scheme for Calculating the Local Green’s Function in General
case

Here we finally present a numerical procedure for the calculation of the local Green’s function (1.98)
for arbitrary density of states p(¢), that completely eliminates the potential numerical singularity that
can arise at € = w — X(w).

Let us suppose that the self-energy and the density of states are known only on a finite, equidistant
grid wy, wy...wy_1, where Aw = w;1 — w;. Further, suppose that the density of states is vanishing
outside some closed interval [D;, D] and that the grid is wide enough so that there are at least a couple
of points outside that closed interval: p(wy) = ... = p(w3) = 0 and p(wy_1) = ... = p(wn_4) = 0.
These are quite general assumptions that are always satisfied in the systems we are examining. The
local Green’s function can now be rewritten as

Z/W €> (1.115)
‘W% w—Sw)—¢

At each sub-interval [w;, w;, 1] the density of states is only known at the endpoints, so it is natural to
approximate it using a linear function

p(E) :ai+bi(e—wi), (1116)

where a; = p(w;), b; = (p(wir1) — p(w;))/Aw. Plugging this into Eq. (1.115), and introducing a
shorthand notation { = w — 3(w), we analytically evaluate that

Z b w1+1
=0

N—-2

+ a; [In(§ — w;) —In(§ — wig1)]

1=0

N-2
+ ) bi(€ — w) (€ — w;) — (€ — wign)] - (1.117)
=0

The first line is just a telescoping series that is vanishing

N-2

D bilwi — wig1) = plwo) — plwn—1) = 0. (1.118)

=0

13Since we used a grid where the first and the last few points are outside of the interval where p is nonzero, then
apg = anN—2 = bo = .. = bg = bN_3 =..= bN_1 =0.

46



The second line in Eq. (1.117) can be transformed by separating the two terms, shifting the indices
t + 1 — 7 in the first term, and using the fact that ag = ay_2 =0

N-2 N—2 N-3
> e[ = w) = In(§ —win)] = ) _ailn(€ —wi) = 3 ailn(€ — win)
1=0 ]i[:_13 =0 s
=Y @ —win) = Y al(é - wip)
i=0 i=0
N-3

[@ip1 — a;i] In(§ — wit)

il
L&

(Wit1 — wi)bi In(§ — wiy1)
=0

(1.119)

In the last line, we used the identity a; — a; 1 = (w; — w;_1)b;_1. Plugging this back into Eq. (1.117)
and using the fact that by _» = 0, we get:

N-3
Gi(w) =Y (wip1 — wi)bi In(€ — wign)
]\Zfi(; N-3
+ bz(f - wi) 1I1(€ - wi) - bz(g — wi) ln(f — le)
]ZV:*S = N—-2
= bi(wir1 — &) In(§ — wiy1) + Z b;i(§ —w;) In(§ —w;) (1.120)
i=0 i=0
By shifting the index in the first term we get:
N-3
Gw) = (b — bix1)(€§ — wi) In(§ — wy). (1.121)
i=0

Since we are using the equidistant grid, it follows that

i+1) — 2p(w; i~
b= iy = Lat) 20 LP1) (1122)
Finally, we obtain
N-3
Y plwisr) — QpAqu + plwiz1) (@ —wi — S(w)) I (W — w; — B(w)) (1.123)
w
=0

This expression now has no numerical instabilities. This is most easily seen from the fact that it has
the form x In = which is well defined even in the limit z — 0, where it vanishes. Of course, the results
were obtained by using the linear interpolation of the density of states. This is completely justified
if p(€) is smooth or has finitely many cusps. However, the presence of van Hove singularities in p(e)
may require some special analytical treatment around them.
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1.9 Impurity Solver

Holstein-Anderson impurity problem was introduced in Sec. 1.7. Its Hamiltonian is defined by
Eq. (1.67). We showed that the corresponding effective action of this problem can be written as
in Eq. (1.85), where the noninteracting Green’s function Gy was defined in Eq. (1.82). Now, our task
is to find the impurity Green’s function (i.e., the corresponding self-energy) for a given Go. We will
use the same notation, as in Sec. 1.7, along with some new quantities that we now introduce

K =H —aN (1.124a)
N =did (1.124b)
Hoy=H — Hiy (1.124c¢)
Ko =K — Hyy. (1.1244)

Remark 5. In Sec. 1.7, we integrated out the phononic degrees of freedom (that were present in Hpy
and Hi,) and obtained the retarded electron-electron interaction. Then, we integrated out the free
electrons, and obtained the free Green’s function G. Hence, the free Green’s function G corresponds
to the Hamiltonian K — Hiy — Hypy, = Ko — Hpy, (from our notation, one might expect that the Green’s
function G corresponds to the Hamiltonian K, but this is not the case.).

1.9.1 Expressing Green’s Function in Terms of a Resolvent of K
By definition, impurity Green’s function is given by
G(t) = —i(t){{d(t), d"})r, (1.125)

where d(t) = ef'de="" { 1 is the anticommutator, and (. . . )7 denotes the average value in the grand
canonical ensemble at temperature 7. As explained in Sec. 2.1.2, in the limit of vanishing electron
concentration ;i — —oo, the Green’s function can also be written as

—i0(t) —BK iKt j —iKt jt
T;We et de= Rt |n), (1.126)

Z=) (n|e ) => e, (1.127)

n

G(t) = —i6(t)(d(t), d')r =

where |n), in both Egs. (1.126) and (1.127), represents the eigenstates of K with zero electrons and

an arbitrary number of phonons, while &, are the corresponding eigenvalues K|n) = K, |n). Hence
—i6(t) —BKn —i(K—Kn)t gt

G(t) = —— > e ninlde df|n). (1.128)

n

In the Fourier space, the corresponding relation reads as '

1 1
Gw) == e (n|d d'|n). 1.129
@ =z . ld = my v ¢ M (1.129)
In the case of the Holstein model K,, = nwy, giving
1
_ —Bwon _
Z = E e e = = (1.130)

4The easiest way to see this, without calculation, is to notice that Eq. (1.128) has the same functional form as the Green
function of the free particle G(t) = —if(t)e~**x!, Since the corresponding quantity in the Fourier space is known to be
Gw) = we can deduce Eq. (1.129).

1
w—eR+i0t?
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and
1

w + nwo — K + 10t

Gw) = (1—eP0) Y e Pon(n|d df|n). (1.131)

n

: . . : tyn : .
Since |n) is purely phononic state, it can be expressed as |n) = (‘\l/% |0). Furthermore, if we introduce

auxiliary quantities G, ,,, (w), such that

a” 1 (aT)™
f 1.132
0| = d e @ = |0): (1.132)

then the impurity Green’s function can be written as

Grm (w) = <

Gw) = (1—e )Y e P0G, . (w+ nwp). (1.133)

n

In this expression, we represented the Green’s function in terms of G, ,,, while these are connected to
the resolvent. However, G, ,, are still unknown. This will be solved by rewriting (), ,, using a resolvent
of the free Hamiltonian, and then expressing such quantity in terms of G (w).

1.9.2 Expressing Green’s Function in Terms of a Resolvent of K,

Let us now try to express m from Eq. (1.132) in terms of m.

start from this trivial identity, which is a consequence of Eq. (1.124d)

To accomplish this, we

w0t — Ky =w+1i0" — K + Hyy. (1.134)
Then, we multiply both sides from the left by =3 and from the right by . We obtain

1 1 1
wt+i0t — K  wri0t—K, Jwti0r — K,

1

dd(a+a)———
a+d) o -k

(1.135)

where we used the definition of Hj,; from Eq. (1.67), and conveniently introduced the identity operator
1 that will be useful later. Now, the expression for G, ,,, can be obtained by multiplying both sides of
Eq. (1.135) from the left by (n|d and by df|m) from the right, with |n) (|m)) being a state with zero
electrons and n (m) phonons

1 1

d——n——d'|m) = (n|d———d'
f”‘ Wit — K \mz ld o= @ 1m
G ()
1
— g(n|d————d'1d f d'lm). (1.136
g{n| P (a+al) =g d'Im). (1.136)

By expanding the identity operator 1 =} |p)(p|, the bottom line becomes

1
w+10T — Ky w410t - K
1

1
= — d—————d' d N d'|m). (1.137
o Xl P o+ ) e ). 1157

— g(n|d d'd(a + a') d'|m)

While |n) and |m) are purely phononic states, |p) is initially entirely general. However, upon closer
examination of Eq. (1.137), we see that it too has to be purely phononic. This is most easily seen from
the scalar product in the bottom line

1
d———qf 1.138
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and the fact that Ky conserves the number of electrons, while |n) is purely phononic. If we now use
the fact that the field operators a and d commute, and utilize

a'lp) = /p+1p + 1), (1.139)
alp) = v/plp — 1), (1.140)
Eq. (1.137) becomes
— gnld——dtd(a + at)———df|m)
w+10t — Ky w410t — K

1

=— —dT Vp+ Up+1ld————d
gz P Ip)< p+1pt Hd—— o d|m)

1
_ e | |
+/p(p 1|dw+z’0+— d|m)>. (1.141)

The first term in the round brackets is \/p + 1Gp11,m(w), while the second term is /pGp_1 m(w).
Hence

1
w+ 0t — K, w+i0t — K

=—gZ md*lp (Vo + 16 1mlw) + ViGy1a(w)) . (1142)

— g(n|d d'd(a + a') d'|m)

Plugging this into Eq. (1.136), we find that

1
w+ 10" — Ky

_gz Tod”p (\/P+ 1Gp1.m(w) + /DGpo1 0w )). (1.143)

Gnm(w) = (n|d d'|m)

In the following text, we will see how the resolvent <n|d+0f0lT |m) can be expressed in terms of
Gy. Hence, we will have a recurrence relation for Gy, ,,, that will turn out to be solvable.

1.9.3 Expressing a Resolvent of K, in Terms of a Free Green’s Function G

Just as we explained in Remark 5, the free Green’s function G(w) corresponds to the Hamiltonian
Ky — Hpy. This Hamiltonian does not have any phonons. Hence, analogous to the derivation we
presented in Sec. 1.9.1, we deduce that Go(w) must satisfy

1
w0t — (Ko — Hyp)

Go(w) = (0|d d'|0), (1.144)

as seen from Eq. (1.129) when the phononic degrees of freedom are removed. Our task is to explore
the relationship between the resolvent (n|d d'|m) and Eq. (1.144):

-i-O+ Ko
(nld——djm) = (nld ! d'|m)
na———— m) = n m
w0 — K w07 — (Ko — Hyp) — Hyp
)
= (0ld nm d'0
(0] (w—nw0)+i0+—(K0—th) 10)
= 0pmGo(w — nwy), (1.145)

where in the second line we used that
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* |n) and |m) are purely phononic and eigenstates of Hpy, i.e., Hpp|n) = nwo|n).
L4 [Km th] = 0

* There are no phonons in the Hamiltonian Ky — Hy,

1.9.4 Recurrence Relation for G, ,,

If we plug Eq. (1.145) into Eq. (1.143), we finally obtain a Recurrence relation for G, ,,

Gnm(w) = 0pmGo(w — nwy) — g Z 0. pGlo(w — nwy) (x/p + 1Gpr1m(w) + \/ﬁGp_Lm(w)>
P

= 0pmGo(w — nwp) — gGo(w — nwy) (\/n + 1Gni1.m(w) + \/ﬁGn,Lm(w)>
= GpmGolw — nwy) — gGo(w — nwo) Y (ﬁén,p_l + D+ 15n,p+1) Gpm(w). (1.146)

p

If we use a shorthand notation

Gn,m = Gn,m(w)
Gon = Go(w — nwy) (1.147a)
Xop = VD + 105 p11 + /POnp1, (1.147b)

then Eq. (1.146) can be written as

Gn,m = GOn(Sn,m —4g Z GOan,pGpJn- (1.148)
p

Furthermore, if we introduce the matrices G , éo, and X , such that their elements in the n-th row and
m-th column of the matrix are given by G,, ;,,, G0,,0p m» and X,, ,,,, respectively, then the recurrence
relation acquires the following form

G = Gy — gGu XG. (1.149)
This looks like the Dyson equation. We solve it by rewriting it as

(1 n géOX> G = G, (1.150)

and multiplying this whole expression by Gg ! from the left and by G~! from the right

Gl = 51 + g)Z'
[(Gyt (w) VAl 0 0 0 ]
gVl Gyl(w —w) gV2 0 0
0 gVv2 Gy Hw — 2wp) V3 0
— 0 0 -1 (1.151)
gv'3 Gy (w — 3wy) gV/4
0 0 0 gV/4 Gy (w — 4wy)

Hence, G,, ., is found by inverting this large matrix.
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1.9.5 Final Solution of the Impurity Problem

Finite-Temperature Case

Let us now go back to Eq. (1.133). We see that we actually only need G, ,,, for n = m. To find these,
we need to invert the matrix in Eq. (1.151) and take its n-th diagonal element. But this matrix is a
symmetric tridiagonal matrix! A detailed solution of this problem, for a general symmetric tridiagonal
matrix, was already presented in Appendix. D. Therefore, we apply Eq. (D.12), setting b> = ng?* and
an = Gy (w — nwy), and finally obtain the solution of the impurity problem in terms of the continued
fraction expansion.

Glw) = (1—e )y e ™0G,  (w+ nw), (1.152a)
Gn(w + nwo) ! (1.152b)
nnlW 4+ nwy) = , )
| VG W)~ Auw) — Baw)
2
ng
An(w) = (1.152c)
-1 o (n—1)g? )
GO (w _'_ WO) Goil(o.H*Qwo)f (n—2)g2
n+1)g
By(w) = — (n+1g — . (1.152d)
GO (W - (JJO) - Gil(w—2wo)— (n+3)g2
0 G5 L (w—3wg)— (2t 2e?
At last, the self-energy is obtained via the Dyson equation
Y(w) =Gyt (w) — G Hw). (1.153)

Zero-Temperature Case

In the limit 7" — 0 (i.e., § — 00), only the n = 0 term is contributing. Since Ay(w) = 0, we conclude

that
1

G(w) = Goolw) = . 1.154
( ) 070( ) Gal(W) o B() (w) ( )
Furthermore, using the Dyson equation, the self-energy reads as
e
Y(w) = 5 . (1.155)
T—0 G—l _ _ 29
0 (w WO) Ggl (w_2w0)_ 392 4g2

—1 p
Gy " (w=3wg)—

Remark 6. In the atomic limit (ty = 0), the Holstein lattice problem actually reduces to the Holstein-
Anderson impurity problem, defined by Eq. (1.67), with E), = Vic = 0. Hence, the expressions that we
derived in this section actually represent the exact solution in the atomic limit, if we set Gy (w) = w,
as seen from Eq. (1.82).

1.9.6 Numerical Implementation of the Impurity Solver

The solution of the impurity problem (1.152) requires the calculation of continued fractions. Nu-
merically, these quantities are calculated using iterative procedures that we formulate in the form of
theorems:
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Theorem 1. Let

« A (w) = 0and A (w) =0, for k > n.

d (p) —= (n_p)gQ
A (W) Gal(w‘i‘(p-i-l)wo)—ASLpH)(w)’forp <n

Then A,(w) = AP (w).

Proof. Formally, this is proved using the method of induction. However, we will be less rigorous

AP = T " -
n G_l(w—i-w)—A(l)(w) o Gyt (w + wp) — (n—1)g* T
0 0 n 0 0/ G (wt2wo)—AD (w)
_ ng’
= — s
Gy (w + wp) — oL (n—2)52

G’El(w+2wo)—

= . (1.156)
o1 - 1)
0 (Wt wo) Gy (wA2uw0)—

~ Gg Hwtnwg)
This completes our proof. ]
Theorem 2. Let
« BI=(w) =0,

o B7(1k:) _ (nt+k+1)g?
() Gyt (w—(p+Dwo)—BS ) (w)

Then B, (w) = BY (w).

Proof. This is also formally proved using the method of induction, but for the sake of brevity, we
employ a less rigorous approach

BY(w) = (n+ Dy’ - (n+ 1)y’ _
n = (1) T n+2)g?
Gy (=) ~ B @) Gy —w0) — o B
1 2
- (n+lg” = B,(w). (1.157)
—1 . . (n+2)g
GO (w WO) a1 9 (n+3)g?
0 (w— wo)—G61<w73w0)7M
O

This completes our derivation of DMFT equations.
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Dynamical Mean-Field Theory: Numerical Results

The results that we present in this chapter are a product of our work that we published in Ref. [62].

2.1 Quasiparticle Properties

The quasiparticle properties (the ground state energy and the effective mass) are simple, yet important
characteristics of a given physical system. There are various ways to obtain these quantities, but we
will calculate them from the Green’s functions formalism, as it will help us in assessing the quality of
the DMFT method.

The DMFT method gives the k-independent self-energy Y(w), from which the Green’s function

can be calculated as 1

w—ex— 2(w)

Gk(w) =

2.1)

The quasiparticle properties are encoded in the pole structure of this quantity, as guaranteed by the
Lehmann spectral representation. Since there is only a single electron in the band, the Fermi wavevector
is zero. Hence, to evaluate the ground-state energy £, we need to find the smallest w, which we denote
by E,, such that the real part of the denominator of Eq. (2.1), at 7" = 0, is vanishing

E, = ex—o + ReS(w = B,). (2.2)

On the other hand, to find the renormalized mass m*, we first introduce the renormalized energy F(k)
by generalizing Eq. (2.2) for arbitrary k, and impose that it should be quadratic for small momenta

k2
E(k) = ex + ReX(w = E(k)) ~ const. + T around |k| =~ 0. (2.3)

A practical way to calculate m* is to notice that around the bottom of the band Vi F'(k) ~ k/m*.
Hence, from Eq. (2.3) we deduce that around |k| = 0 it holds that'

k k )
= VkE(k) = Viex + VkReE(w = E(k)) ~ — + aRe—(W)
m* mo Ow

Vi Ex, (2.4)

w=F,

where we introduced the band mass m, analogous to m™* in Eq. (2.3), when the renormalized energy
is substituted with the nonrenormalized dispersion F(k) — €. Going back to Eq. (2.4), we see that
m* can be expressed in terms of the self-energy as follows

_ OReX(w)
w

m* =mgy |1

(2.5)

w=FE,

'We use that E(k = 0) = E,,.
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Figure 2.1: a) Comparison of the DMFT and DMRG (taken from Refs. [40, 43]) renormalized electron
mass in the 1D system, at 7" = 0. (b) Comparison of the ground state energy from the DMFT and the
global-local variational approach (taken from Ref. [43]) in the 1D system, at 7" = 0.

In the case of a tight-binding model on a hypercubic lattice in d dimensions, the band mass m can be
calculated using

d d
k2
£ = —2to ZCOS ki ~ —2t, Z(l — Ez) = const. — & Z k? = const. — tok?. (2.6)
i=1 ; '

=1 7

From here, it directly follows that my = 1/(2t(), and this remains true irrespective of the number of
dimensions.

Let us now examine some numerical results. We apply the DMFT algorithm from Fig. 1.2 to
calculate the self-energy, and then use Eqgs. (2.5) and (2.2) to calculate the quasiparticle properties.
In Fig. 2.1(a) we show the DMFT results in 1D for the electron effective mass over a broad range
of parameters, covering practically the whole parameter space in the (7, \) plane. We see that the
mass renormalization is in striking agreement with the DMRG result [40, 43] which presents the best
available result from the literature. Small discrepancies are visible only for stronger interaction with
small wy. A similar level of agreement can be seen in the comparison of the ground state (polaron)
energy [, in Fig. 2.1(b). Here, the results obtained with variational global-local method [43, 44]
are taken as a reference. While the agreement in the weak coupling and in the atomic limit could
be anticipated since the DMFT becomes exact in these limits, we find the quantitative agreement
in the crossover regime between these two limits rather surprising, bearing in mind that the DMFT
completely neglects nonlocal correlations.

We have also calculated the effective mass for two- and three-dimensional lattices (see Fig. 2.2(a)).
We observe an excellent agreement with the continuous-time path-integral quantum Monte Carlo
(QMC) calculation from Ref. [42], which has the reported numerical accuracy of 0.1% — 0.3%. This
was now expected since the importance of nonlocal correlations decreases in higher dimensions.

It is interesting to note that none of this was not observed earlier. In the standard reference of
Ciuchi et al. [56], the DMFT is applied only to the Bethe lattice, and this result was often used in
comparison with other reliable results obtained on finite-dimensional lattices. Used in this way, it
seems that the DMFT provides only a qualitative description of the Holstein model [23, 39, 43, 61, 71].
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Figure 2.2: (a) Continuous-time QMC (taken from Ref. [42]) vs. DMFT mass renormalization in 1d,
2d and 3d, with wy = 1. (b) Comparison of the DMFT mass renormalization on different lattices. Here,
the half-bandwidth 1W//2 is set to unity.

We illustrate this in Fig. 2.2(b), where we compare the renormalized mass results on a Bethe lattice,
with the results obtained on a 1d, 2d, and 3d lattices.

Remark 7. The difference between the DMFT algorithm on a different lattices lies in the self-
consistency condition. In the 1D and 2D cases, these conditions are given by Egs. (1.108) and (1.114),
respectively. In the 3D case, we do not have a nice analytic solution, but Eq. (1.123) nevertheless gives
a nice and stable result. A self-consistency condition for the Bethe lattice reads as

Gufw) = (- 6w o @)

It is rather surprising that there is a striking agreement between the effective mass for 2d and the Bethe
lattice as shown in Fig. 2.2(b), even though the noninteracting densities of states are different. To
make this analysis even more complete, we also provide comparisons between the 1D and 2D spectral
functions with the spectral functions on a Bethe lattice; see Fig. 2.3. The Bethe lattice lacks a dispersion
relation since it has no translational symmetry. Therefore in Fig. 2.3 we compare only the local spectral
functions A(w) = —1ImG(w) = —2Im >, Gx(w) of the Bethe, and finite-dimensional lattices.
For small couplings, the spectral functions resemble the noninteracting density of state and we find a
large discrepancy, as shown in panels (a) and (b). However, as the interaction increases the spectral
functions become more alike. The agreement between 2D and Bethe results is very good, even for
moderate interactions. Although these findings are completely unexpected, we will not delve further
into their analysis, as our main focus is establishing the quality of DMFT method for the prediction of
single-particle properties within the Holstein model.
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Figure 2.3: Comparison of DMFT local spectral functions on different lattices

2.2 Spectral Functions for Weak Electron-phonon Coupling

In the previous section, we demonstrated that the DMFT gives extremely accurate predictions of the
quasiparticle properties. In doing so, we used a variety of different benchmarks from the literature.
Since we now want to investigate the accuracy of DMFT spectral functions in the weak coupling
limit, some benchmark methods are also needed here as well. One such promising candidate is the
self-consistent Migdal approximation (SCMA).

2.2.1 Benchmark Method: Self-Consistent Migdal Approximation

In Sec. 2.2, we introduced the one-shot Migdal approximation. It is a perturbative method that takes
into account only the lowest-order Feynman diagram in the self-energy; see Eq. (2.17). As such, it
represents an exact solution of the Holstein polaron problem in the weak-coupling limit. However,
in practice, it is accurate only for very small couplings g. As such, it is not a reliable benchmark for
assessing the quality of the DMFT results in a somewhat broader range of parameter regimes.

Luckily, we can easily obtain a method that possesses a significantly wider range of applicability, by
generalizing the Migdal approximation, such that the noninteracting fermion propagator in Eq. (2.17)
is substituted with the full (interacting) propagator; see the top row of Fig. 2.4. This equation needs to
be supplemented by the Dyson equation, which relates the full Green’s function back to the self-energy
»SCMA Hence, these equations need to be solved self-consistently. We note that some further insight
about this method can be gained if we expand the full Green’s function in terms of the noninteracting
Green’s function: As shown in the bottom row of Fig. 2.4, in addition to the Migdal diagram in
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Figure 2.4: Feynman diagrams for the self-consistent Migdal approximation.

panel 2.4(b), SCMA consists of a series of non-crossing diagrams; see panels 2.4(c)—(e). However,
despite the fact that this series is infinite, it fails to reproduce even some low-order diagrams; see
Fig. 2.5. This is one of the shortcomings of this method.

Figure 2.5: The lowest Feynman diagram missing in the SCMA.

Let us now derive the SCMA equations that are needed for the application of this method in
practice. This derivation will be performed in the grand canonical ensemble. We will be concentrating
on the calculation of the self-energy, since all single-particle properties are easily obtained from it.
Using the Feynman rules (see Sec. 2.1.1), we see that the self-energy from Fig 2.4(a) can be written

as:

2(,«.70

2
S (i) = —g—N N Giglicn — ivy) 2.8)

q,Vn

(ivp)? — wd’

where Gy (iw,, — iv,,) is the full electron propagator. The frequency dependence of this quantity can
be expressed explicitly using the spectral representation

A ()

Wy — vy — &)’

Gy (iw, —iv,) = /d§< (2.9)
where Ay is the spectral function. Plugging this back into Eq. (2.8), we can perform the sum over
Matsubara frequencies v, using a well-known trick

%Z Flivg) = — | 22 pla)p(z), (2.10)

c 2mi

where b(z) = 1/(e?* — 1) is the Bose function and C'is a counterclockwise contour around the poles
and branch cuts of F'(z). Integral over z is easy to solve using the residue theorem, giving

Sulion) =% 3 / 0 Are_g(€) {b(“’?) i, ) bzwo) Zbiw 8| g gy

Wy —wo — & iy, + wo — &

This expression can be further simplified, using the properties of the Bose function b(iw,, — §) =
—f(—¢) and b(—wp) = —1 — b(wy), where we introduced the Fermi function as f(z) = 1/(e®* + 1).
Furthermore, one should notice that the subintegral function in Eq. (2.11) is actually vanishingly small,
unless ¢ is extremely large. This is a consequence of the fact that the spectral function Ay () vanishes
when we are very far away from £ = (k) = (k) — /i, and in our case ji — —oo. Hence, we can
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restrict the integration in Eq. (2.11) to a domain of very large £. In that case we can approximate
f(&) = 0and f(—&) ~ 1. Combining all of these insights, we obtain

oy
Bieliwn) = g/d&xkq(g) [Mn ot Tt T (2.12)

where we introduced n,, = b(wp). Once again, using the spectral representation from Eq. (2.9), the

above expression can be written as

92(1 + nph)
N

Zk(z’wn) = N

2

Y Gieqlivn —wo) + TN G gliwn +wo).  (2.13)
q q

The right-hand side can be cast into an even simpler form if we use the fact that the local Green’s func-

tion G(w) can be written as G(w) = + > q Gk—q(w). Furthermore, since this quantity is momentum-

independent, we conclude that SCMA self-energy is also k-independent. Therefore, after performing

the Wick rotation iw,, — w + i0" we finally obtain

Y(w) = g*(1 + npn) G(w — wp) + anth(w + wp). (2.14)

The local Green’s function on the right-hand is actually the same quantity that we already examined in
Secs. 1.8.2, 1.8.3, and 1.8.4. Hence, depending on the lattice we are examining, Eqgs. (1.108),(1.114),
or (1.123), represent another relation between the Green’s function and the self-energy. Each of these,
in conjunction with Eq. (2.14), constitute a set of equations that are solved self-consistently. In prac-
tice, we start from the self-energy in the Migdal approximation and, depending on the lattice, use
Eqgs. (1.108),(1.114), or (1.123) to calculate the local Green’s function. Then, Eq. (2.14) can be used
to obtain the self-energy in the next interaction. This procedure is repeated over and over again, until
the self-energy has converged.

2.2.2 DMFT vs. SCMA in the Weak Coupling Limit

A comparison of the DMFT and SCMA spectral functions, for weak electron-phonon coupling, is
shown in Fig. 2.6. We note that no artificial broadening was used in any of the plots. As we see, the
results almost fully coincide. This proves that DMFT is in fact reliable in the weak-coupling regime.

2.3 Spectral Sum Rules

2.3.1 Introduction

In the Sec. 2.4 of Part I, we defined the spectral sume rules in Eq. (2.39). Here, we will be examining
the first few sum rules within the DMFT and SCMA. This analysis is relevant when the parameters
g,T" are not too large. This is because the spectral functions, in this case, have a simple one or two
peak structure, as we already saw in Fig. 2.6. Hence, our goal is to support and somewhat extend the
conclusions of the previous chapter.

In the previous sections, we always had a benchmark method that assessed the quality of our results.
Since the spectral sum rules in the Holstein model can be calculated exactly [57], we will use these as
our benchmark.
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Figure 2.6: DMFT vs. SCMA spectral functions in the weak coupling regime.
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2.3.2 Spectral Sum Rules: Exact Results

The spectral sum rules can be obtained using the expression we obtained in Eq. (2.42) of Part 1. In
Appendix F, we illustrate how this expression is evaluated. The results for 0 < n < 8 read as

My(k) =1, (2.15a)
M; (k) = ex (2.15b)
M, (k) = (anh +1)g* + €2, (2.15¢)
M;(k) = 2(2n,, + 1)g’ex + g*wo + &3, (2.15d)
Ma(k) = 3¢*(2npn + 1)% + ¢*(2npn + 1) (32§ + 265 4+ wj) + 29°woek + £, (2.15¢)
M;(k) = Tg*(2npn + 1)%ex + g% (3woek + 6t3wo + wi)

+ (2npn 4+ 1) (10g*wo + g7 (4t3ex + 2wiek + 4ey)) + ey, (2.150)

<

o(k) = ef + 15¢°(2npn + 1) + ¢*(2npn + 1)* (12e5 + 18t + 15w;)
+10g"wg + ¢ (12t3w06k + 4dwoed + 2w35k)
+ (2npn + 1) (22g*woek + ¢° (6t5er + 3woer + Be + 126w + 6ty +wy)) ., (2.15g)
M (k) = 36¢°(2npn + 1)3ex + 219 wiey
+g (18t0w08k + 3wier + bwoey + 20tawi + 30tgwo + wo)
+ (2npn 4+ 1)* (105¢°wo + ¢* (41t5ex + 32wiex + 18¢}))
+ (2npn + 1)g* (36wocy. + 108t5wy + 56w;)
+ (2npn 4+ 1)g? (2ex (1265wg + 6ty + wy) + 8tgey. + dwiey. + 6ey) + ep, (2.15h)
Mg (k) = 105¢°(2npn + 1)* + ¢°(2npn + 1)* (64ef + 160t + 210uw;)
+ g* (33wger, + 158tgwg + 56wy)
+g (24t0w05k + 40t2wiek + 60t woer + bwoep + dwied + 2w05k)
+ (2npn + 1) (236¢°wock + g (68t05k + 5lwiey + 256y + 258t5wg + 94t; + 63wy ) )
+ 280(2npn + 1)g%wi + (2npn + 1)g* (240t5woex + 52woey. + 116wiex )
+ 3(2npn + 1) g’ex, (1265w5 + 6ty + wp)
+ (2npn 4+ 1)g* (1056 + Bwgey + Tey, + 90tqwy + 30t5wy + 20t + wg) + . (2.150)

We note that the results for 0 < n < 4 originally appeared in Ref. [57], n = 5 result was calculated in
Ref. [62], while the results for n = 6, 7, 8 are presented here for the first time.

2.3.3 Spectral Sum Rules: SCMA Predictions

Berciu and collaborators [53, 72] introduced a nice method for determining how many sum rules a
method we are examining satisfies, if we know its diagrammatic expansion (see Fig. 2.4) and the
lowest order diagram that is missing from that expansion (see Fig. 2.5). We now briefly review that
method, in the case of SCMA. Let

M, (k) = / dw w" Gp(w). (2.16)
Now, the spectral sum rules can be written as

M, (k) = / dw w" Ay(w) = —%Imﬂ/lvn(k). (2.17)

We note that the real part of the Mvn can even be infinite or undefined, since it is only the imaginary
part that we are interested in. The Green’s functon from Eq. (2.16) can now be rewritten in terms of
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the self-energy, using the Dyson equation 2

1
Gy (w) — Si(w)

Gr(w) = = Go(w) [1+ Go(w) k(W) + (Go(w)Bk(w))* + ... ], (2.18)
while the self-energy itself can be expanded in the series with respect to the electron-phonon coupling

strength ¢
Srw) = ¢?SPw) + ¢ D (W) + ... (2.19)

where ¥ (w) denotes the SCMA self-energy terms which have exactly n vertecies. Plugging all of
this back into (2.16), we get:

M, = /dw w" Go(w) +gQ/dw w" Go(w)* 2@ (w)

v~

~
1 11

+g* / dw W Go(w)?2W (W) + ¢* / dw W Go(w)* (2@ (W) + ... (2.20)

s

g

~
117 1V

Let us now see how much does each of these terms contribute to the spectral sum rules. Before we
do that, we first need to notice that each of these terms has an integrand which is completely analytic
in the upper-half complex w plane. Hence, if the integrand is decaying faster than i, for w — o0,
we can close the complex contour from the upper half side®. Since there are no complex poles in the
upper-half plane, the integral is vanishing. Hence, we conclude that if the integrand is decaying faster
than % for w — F00, the corresponding term does not contribute to the spectral sum rule. Our task is
thus reduced to finding the asymptotic expansion for each of the subintegral functions in Eq. (2.20).

In order to do this, we first note that Gp(w) o i, for w — 400. Hence, the integrand in / behaves
as o w1, and this term contributes to spectral sum rules for arbitrary n. Before we analyze the
second term, we first note that g2%(?) (w) corresponds to the diagram shown in Fig. 2.4(a). This term
has a single electron propagator, and hence contributes as %(?) (w) o %, for w — 4o00. The whole
subintegral term /1 thus behaves as < w™ 3. We conclude that /7 contributes only for n > 2. Similarly,
we see that XY (w) o ﬁ, and hence both subintegral terms in /1] and IV behave as w™ 5. These
terms contribute for n > 4. However, SCMA does not faithfully reporoduce all diagrams of fourth
order. The one in Fig. 2.5 is missing. Hence, SCMA correctly predicts the spectral sum rules for
n=20,1,23.

2.3.4 Spectral Sum Rules: DMFT Predictions

Within the DMFT, the spectral sum rules are calculated numerically. Results, over a large number of
parameter regimes, are presented in Tables F.1-F.17, in Appendix F. We see a striking agreement with
the exact results for all the sum rules that we calculated (0 < n < 8). This confirms our earlier findings
that the DMFT is in fact reliable in the weak coupling limit.

2.4 Atomic Limit

The atomic limit is defined as a parameter regime where the hopping is vanishing ¢0 = 0. In this case,
the Holstein problem admits an exact analytic solution; see Sec. 2.3 in Part I. In fact, the DMFT should

’This is justified as we know that the spetral sum rules have the same, polynomial expression, irrespective of the
coupling strength. Hence, if we derive the spectral sum rules for weak coupling, where this expansion is valid, we know
that the sum rules continue to be valid eve for other regimes.

3We could also close the contour from the lower-half side as well, but the upper half-side turns out to be much more
convenient. This is allowed since the length of the contour grows linearly 27 R and there is no exponential term
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also predict the exact solution. This can be seen as follows: in Chapter 1, we gave a detailed derivation
of the DMFT equations and proved that they predict an exact result in the limit of infinite coordination
number Z — oco. However, in the atomic limit, the sites are decoupled. This means that the result is
independent of Z, enabling us to formally take the limit Z — oo. Since DMFT is exact in the Z — oo
limit, it follows that it also has to be exact in the atomic limit as well.

Here, we supplement this analysis by numerically investigating the DMFT solution close to the
atomic limit. In addition, we will be discussing the predictions of the SCMA at the atomic limit.

2.4.1 Atomic Limit at 7' = 0: DMFT Predictions

In the 7" = 0 case, the exact Green’s function in the atomic limit was already presented in Part I; see
Eq. (2.38a). The corresponding spectral function is given by a series of delta peaks
0 a2ne—a2
Aw) =) 0 (w — o — ), (2.21)

n=0

where £, is given by Eq. (2.37). We now want to compare this with the DMFT predictions close to
the atomic limit (f; = 0.05 and ¢t = 107°), in the regime wy = g = 1. Since Eq. (2.21) is given
by a sum of Dirac delta functions, plotting this would require introducing some kind of artificial
broadening. Instead, the comparison between DMFT and the exact result can be made using the
momentum-averaged integrated spectral weights

1

I(w) =+ > Liw), (2.22a)
k

Ii(w) = /w Ai(v)dv. (2.22b)

The exact result for this quantity is a direct consequence of Eq. (2.21), and is given by

00 on o2
1ot (1) = ZO a 7‘; 0 (w—nwo — E,) (2.23)
where 6 is the Heaviside step function. However, calculating I(w) within DMFT is not completely
straightforward. This is because DMFT, at 7' = 0 predicts that the polaron peak is a true Dirac delta
function. In addition, there can be additional delta peaks in the DMFT solution. These delta peaks,
without the use of artificial broadening, cannot be represented on a finite frequency grid, which is
how Ay (v) is stored on a computer. Hence, the information about the delta peaks will be missing if,
in our numerical implementation, we simply calculate the spectral function as* A; = —%ImGk(w).
Therefore, a straightforward numerical integration of Eq. (2.22b) would sometimes seemingly lead to
the conclusion that the spectral sum rule /;(co) = 1 is violated. This problem needs to be solved if
we want to reliably calculate the expressions in Eq. (2.22).

Let us now present a numerical scheme that overcomes these issues. This is achieved by calculating
I;(w) directly from the self-energy’ ¥(w). Let us suppose that the self-energy data {3¢, ¥;...Xn_1}
are known on a dense grid {wy, w1...wy_1}, such that Awy = Wyy1 —w, is small enough. The integrated
spectral weight can then be rewritten as

Ik(wl) = 1Im/wl #

s v—2X(v) —eg

*Of course, if we could perform the calculation analytically, delta peaks would be present.
The self-energy keeps the information about the location of the delta peaks; see the text below Eq. (2.24).
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1 Wat1 dv
~——1 _. 2.24
ﬂmz/ v—X(v)— e 2:24)

g=0 Y %q

At each interval [wy, wy1] the self-energy is known only at the endpoints. The linear interpolation
of the subintegral function at each interval [w,,w,+1] would correspond to trapezoid integration,
which cannot take into account the already mentioned delta peaks. The delta peaks occur when-
ever our subintegral function is (infinitely) close to the singularity, i.e. when Im>(») — 0~ and
v — ReX(v) — g, ~ 0. Hence, these will be accounted for if we use the linear interpolation of the
denominator itself instead of the whole subintegral function.

1 W+l d
Ii(w) ~ —=Im ) / Y (2.25)

Ii(wy) = —lhnl_z1 ! In [t Tk T i1 (2.26)
R 7r 1 Wy — €k —Yq | '

Equation (2.26) is the solution to our problem, as it, by construction, correctly takes into account both
the contribution of the Dirac delta peaks and the contribution of the rest of the spectral function.

Remark 8. It is easy to see that the contribution of the term, which corresponds to the interval
(Wq, Wgt1), to Eq. (2.26) is equal to

1 1
~ 2.27
1 . Eq-ﬁ—l*Zq 1 - 8w27 ( )
Wq+1—Wg

if the interval contains a delta peak, whereas it is

1-%
] (e | B Y e R

™ Wy — € — 24 T Wg — €k — Xgq

-3
otherwise. If we analytically took into account the contribution of the delta peak, it would coincide
with Eq. (2.27), while Eq. (2.28) is exactly the term we would get using the standard Riemann sum
in Eq. (2.22b). Having in mind that the Riemann sum approach is completely justified in the absence
of delta peaks, we now explicitly see that the integration scheme presented in Eq. (2.26) is perfectly
well-suited for the calculation of the integrated spectral weight.

Using the numerical scheme we just presented (see Eq. (2.26)), we can finally calculate the inte-
grated spectral weight within the DMFT, and compare it to the exact analytical result from Eq. (2.23).
The results are shown in Fig. 2.7, where we observe a remarkable agreement. We see that I (w) features
jumps at frequencies where A(w) has peaks and the height of those jumps is equal to the weight of
the peaks. Nonzero hopping in the DMFT solution introduces small momentum dependence of I (w),
which is why Fig. 2.7 shows the result averaged over all momenta. A more detailed comparison is
presented in Table 2.1. It shows the numerical values of the DMFT [(w) at the positions of delta
peaks (for a given k and averaged over many k) in comparison with the analytical ¢, = 0 result from
Eq. (2.38a). These delta peaks, positioned at nwy + FE,, have the weights equal to a2ne=o /n! for
n=0,1....Asexpected, the DMFT is fully capable of reproducing the results at the atomic limit.

®For the calculation of this integral it is useful to exploit Inz — Iny = In(x/y), which does not hold in general, but it
can be used in our case since Im¥, < 0 (for every g).
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Figure 2.7: DMFT integrated spectral weight for ¢, = 0.05 (shaded) and ¢, = 1075 (red dashed line)
~ > )5 Ap(v)dy, in comparison to the exact ¢, = 0 result

averaged over all momenta, /(w)

(blue solid line).

Table 2.1: Integrated spectral weight I(w) for different momenta and hopping parameters at 7' = 0
and wy = g = 1. The exact atomic limit corresponds to ¢, = 0.00, and the corresponding results are
depicted as shaded cells. For £y = 10~ the DMFT solution has no k-dependence within the specified
accuracy, which is why the corresponding k-values are denoted as ’all’. We denote the k-values to be
"av.” if the answer is averaged over all momenta.

k “Yl2 a0 1 2 3

Lo

0.00 10.00 037 0.74 092 098 1.0
all | 10° | 0.00 0.37 0.74 092 098 1.0
av. | 0.05 | 0.00 037 0.73 092 098 1.0
0 | 005 |0.00 040 0.76 094 0.99 1.0
7/2] 0.05 |0.00 0.37 0.74 092 0.98 1.0
© | 0.05 |0.00 0.33 0.71 091 098 0.99

2.4.2 Atomic Limit at 7" # 0: DMFT Predictions

Let us now consider the 7" # 0 case. At the atomic limit, Eq. (2.38b) implies that the spectral function

is given by

o0

Aw)= > I, <2a2\/ Tph (Tph + 1)> e~ Cront Dot 5h 5 () — o — E,) | (2.29)

n=—oo

while the corresponding integrated spectral weight reads as

o)

Iw)y= > I, (2a2 Tpn (Tpn + 1)) e~ @mont ot tngh g (4 pwy — B,) (2.30)

n=—0oo

The peaks are located at nwy + €,, where n can now be both positive and negative integer.
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Figure 2.8: DMFT spectral functions A(w) = ~ >, Ag(w) forwy =1, g = 1, o = 0.05.

Table 2.2: Spectral weights of individual peaks located at w = nwy + £, forn = -2, -1,0,1, 2, 3.
The DMFT spectra, obtained for ¢, = 0.05, are averaged over k. The atomic limit values (¢, = 0.00)
are obtained from the analytical formula and are depicted as shaded cells. Here wy =1, g = 1.

T Yl a0 1 2 3
to
04] 000 |0.03 034 035 0.19 0.07 0.02
04| 005 |0.03 034 034 0.18 0.07 0.02
0.6 0.00 |0.06 030 033 0.19 0.08 0.02
06| 005 |0.06 030 033 0.19 0.08 0.02
0.8] 0.00 |0.09 027 030 0.19 0.09 0.03
0.8 0.05 |0.09 027 030 0.19 0.09 0.03
1.0 0.00 |0.10 025 028 0.19 009 0.04
1.0] 005 | 010 025 028 0.19 0.10 0.04
12 000 | 011 023 026 019 010 0.04
12] 005 |0.11 023 026 019 010 0.04
14] 000 |0.12 021 024 019 011 005
14] 005 |0.12 021 024 019 011 0.05

Let us now compare these exact results for various temperatures with the DMFT predictions, in
the parameter regime wy = g = 1. The DMFT spectra, averaged over k, are shown in Fig. 2.8. Even
though no artificial broadening was used, these peaks have nonzero width, as a consequence of the
nonzero hoping parameter (o = 0.05). We note that the peaks themselves, at low temperature, do not
have the Lorentzian shape. Instead, they are characteristically fork-shaped, which is the consequence
of the 1D density of states (see Fig. 2.3i(a)). This property is only noticeable at small temperatures
because the larger temperatures tend to smear it out. The weight of the peaks are very close to the
analytical result I,,(20/npn (pn 4 1))e~ 2 enthe* 752 a5 seen from Table 2.2. This confirms the
ability of the DMFT to correctly reproduce the results at the atomic limit.

66



2.4.3 Atomic Limit at 7' = 0: SCMA Predictions

Here, we present a formal proof that SCMA does not predict correct results at the atomic limit. We
restrict our derivation to the 7" = 0 case. In the atomic limit (¢, = 0) at 7" = 0, it holds that n;, — 0.
Hence, the SCMA Equation 2.14 reduces to

Y(w) = ¢*G(w — wp). (2.31)

In addition, since the SCMA self-energy is k-indepedent, and the noninteracting dispersion vanishes
in the atomic limit £; = —2¢y cos £ — 0, we see that in this limit the Green’s function also loses its &
dependence. Hence, the local Green’s function from Eq. (2.31) can be written as

G = 2.32
©)= 5w 232
Combining Egs. (2.31) and (2.32), we obtain
2 2
g g
Y(w) = ¢*°G(w — wp) = = 5
(w) = g°G( 0) = —— wo = V(W —wo) W —wp — sl
2
- - . (2.33)
W —Wwo — 2
w—2wg— g =
w—3wg—

However, this does not coincide with the exact solution which is given by Eq. (1.155), where we should
substitute G(w) — w™!, as explained in remark 6. Therefore, SCMA cannot be exact in the atomic
limit. Some numerical results of the SCMA in this limit will be given in the next section, and also in
Sec. 3.4.4.

2.5 Spectral Function at Intermediate and Strong Electron-Phonon
Coupling

2.5.1 Benchmark Method: Hierarchical Equations of Motion

The hierarchical equations of motion (HEOM) method is a numerically exact technique that has
recently gained popularity in the chemical physics community [73-76]. It has been used to explore
the dynamics of an electron (or exciton) which is linearly coupled to a Gaussian bosonic bath. One of
the advantages of this method is that the correlation functions are calculated directly on the real-time
(real-frequency) axis [77], avoiding the numerically ill-defined analytical continuation. However, the
existence of numerical instabilities stemming from the discreteness of phonon bath on a finite lattice,
explain why its application for the study of the Holstein model [78—82] were not more widespread
in the past. Recently, these limitations were overcome using the momentum-space HEOM method,
which was developed by Jankovi¢ in Ref. [83]. He was the one who generated all the HEOM results,
that we will be using as a benchmark, in this thesis.

Let us now give a brief overview of this method. Within HEOM, the central quantity that is calcu-
lated is the time-dependent greater Green’s function, which is defined as G~ (k, ) = —i(cg(t)cL)or. It
turns out that we can represent it as a root G~ (k, t) = G °(k, t) of an infinite hierarchy of the so-called
auxiliary Green’s functions (AGFs) GE?’") (k—kn,t). Here,n > 0 is the number of the electron-phonon
interaction events starting from the free-electron state of momentum k, while n is a vector of nonneg-
ative integers that fully describes each event (the phonon momentum and whether it is absorbed or
emitted). The net momentum exchange between the electron and the phonons after n events is denoted
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by k. The AGFs are mutually dependent: the equation of motion for the AGFs at depth n includes
also the terms with AGFs at depths n + 1, with factors that are proportional to the electron-phonon
coupling constant and to the phonon absorption/emission factors [coth(wy/(27")) & 1]. As a result, an
infinite hierarchy of the equations for the AGFs is constructed. In practice, the hierarchy is truncated
at a certain maximum depth D, so that all AGFs with n > D are set to zero, after which the obtained
set of differential equations is solved numerically.

Since the exact solution would theoretically correspond to D — o0, it is always necessary to check
that the chosen D (which for numerical reasons has to be finite) was large enough so that the results
have fully converged. In addition, HEOM method can only be applied to a system with a finite number
of lattice sites N. Thus, if we want to describe the system in a thermodynamic limit (i.e., N — 00),
we also need to keep increasing N until the convergence of the results, with respect to this parameter,
is reached as well. However, we note that in practice /N and D cannot be too large, due to computer
memory issues. In addition, HEOM is computationally expensive. This is the price one has to pay for
the results of such high quality that this method produces. The concrete values of N and D which one
needs to take vary depending on the regime. For example, there is not much electron-phonon scattering
in the weak coupling limit, which is why this regime requires large N and small D. In contrast, smaller
N would be sufficient in the strong coupling limit, but the depth D should be much larger. In the case
of intermediate electron-phonon coupling, which is the most relevant for us, Ref. [83] showed that
even relatively small /V (between 5 and 10) are representative of the thermodynamic limit.

2.5.2 Results at Finite Temperature

Typical results for the £ = 0 and £ = 7 spectral functions are shown in Fig. 2.9, while additional
results for other momenta and other parameters are shown in Figs. 2.10 and 2.11. We note that the
convergence of the HEOM results with respect to NV and D was always checked. Table 2.3 displays
the values of these parameters, that are deemed sufficiently large for the results to be considered
converged.

The agreement between DMFT and HEOM spectral functions is excellent for wy = g = 1; see pan-
els Fig. 2.9(a)- 2.9(b), where we note that the DMFT solution is a bit smoother than HEOM, due to the
finite-size effects of the HEOM solution. Moreover, in this regime, even the SCMA method provides
decent results: the weight of the SCMA quasiparticle (QP) peak is nearly equal to the DMFT/HEOM
QP weight, and the overall agreement of spectral functions is rather good. This is not the case for
stronger electron-phonon coupling (see panels 2.9(c)- 2.9(h)) where the SCMA poorly approximates
the true spectrum. In particular, we now see the numerical predictions of the SCMA near the atomic
limit’ (see panels 2.9(e)— 2.9(h)), complementing the results of Sec. (2.4.3). As we see, it gives
completely incorrect predictions, in contrast to the DMFT which provides very reliable results.

However, the regime for ¢ = /2 seems to pose some problems to the DMFT; see panels 2.9(c)—
2.9(d). We observe that for ¢ = /2 and k = 7 (see panel 2.9(d)) the DMFT and HEOM satellite peaks
are somewhat shifted with respect to one another. This is the most challenging regime for the DMFT,
representing a crossover (A = 1) between the small and large polaron. Nevertheless, the agreement
remains very good near the quasiparticle peak for k£ = 0 (see panel 2.9(c)), which will be the most
important for transport in weakly doped systems.

Up to now, we have analyzed the DMFT solution for weak couplings (Sec. 2.2), for intermedi-
ate couplings (Figs. 2.9(a)-2.9(d)), and near the atomic limit (Figs. 2.9(e)-2.9(h) and Sec. 2.4). To
complete this analysis, let us now turn to the results at the strong coupling regime. The case when
g = 2 should be a good representative of this regime. This can be concluded from Fig. 2.2, which
shows that in this case, there is a strong renormalization of electron mass m*/mg = 10. Unfortunately,
the HEOM benchmark cannot easily converge in this regime with respect to maximum depth D, due
to computer memory issues. In order to find an adequate benchmark, capable of providing reliable
results for this regime, we first analyze the DMFT results, applied on a finite system with V sites (see

Since we measure wy and g in term of o, the atomic limit corresponds to the regime of large wg and g.
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Chapter 1 and remark 4 therein). The results are shown in Fig. 2.12. In the regime g = 2, wy = 1, we
see that there is very little difference between the results for N = 4, N = 6, and the thermodynamic
limit. Therefore, in this case, a lattice as small as N = 4 can be considered sufficiently large to be
representative of the thermodynamic limit. This insight opens a pathway for the introduction of the
exact diagonalization (ED) method as a benchmark in this regime. This is because the ED method
would require too much computer memory to apply it in the case of a lattice with NV > 4. Nevertheless,
as we have now demonstrated, N = 4 is sufficient in this case. We note that all the ED results were
implemented by Nenad Vukmirovi¢ [62], and we just use them as a benchmark.

Remark 9. Within the ED method, the spectral functions are calculated by diagonalizing the Holstein
Hamiltonian in the space spanned by the vectors U c;r |ningy ... ny), where n; is the number of phonons
at site t € 1,..., N, satisfying > .n; < Numax, While U is the unitary operator of the Lang-Firsov
transformation [38] given as

fo (a—al
U = eso 2iccilaar), (2.34)
Both N and n,.x need to be increased until convergence is reached. The spectral function is then
calculated as® 1
Ag(w) = z Z e PEmy Z S(w+ Epy, — Em,)[(myp|acme) |, (2.35)
mp mMe

where |m,,) denotes purely phononic states, the energy of which is E,, , |m.) denotes the states with
one electron and arbitrary number of phonons, the energy of which is E,, and Z,, = Zp e BEmp jg
the phononic partition function. It turns out that the convergent results, for the spectral function when
g =2, wy =1, N =4, are obtained for n., = 16.

The results are shown in Figs. 2.9(e)— 2.9(f). We see a remarkable agreement between DMFT and
ED, even though this regime is far away from both the atomic and weak coupling limits, where the
DMEFT is exact. The spectral functions in Figs. 2.10 and 2.11 can be analyzed analogously. Overall,
we conclude that the agreement of DMFT and HEOM/ED spectra is very good which implies that the
nonlocal correlations are not pronounced.

Remark 10. We note that the HEOM and ED methods impose periodic boundary conditions on a finite
lattice. Hence, the momenta k can only take the values that are integer multiples of 2w /N. Although
additional values of k are obtained using the twisted boundary conditions, arbitrary values of k are
not available. This is why different panels in Figs. 2.10 and 2.11ii do not always have the same values
of momenta. Nevertheless, this is sufficient for our comparisons, since DMFT and SCMA are applied
in the thermodynamic limit, meaning that we can easily calculate the results for arbitrary k.

Table 2.3: Number of lattice sites /N and the maximum hierarchy depth D used for the application of
the HEOM method in different regimes at finite temperature

Parameters ‘ N ‘ D
wo=1g¢g=1 T=07 10 6
wp=1g=1 T=1 10 6
w=1g=v2 T=04 8 8
w=1¢g=v2 T=06 8 7
wo=1g=+v2 T=038 8 7
wo=3 g=+V12 T=1 6 9

8Plotting this result requires the introduction of some artificial broadening, due to the delta functions.

69



L T T el

—“e &

Figure 2.9: DMFT, HEOM, SCMA, and ED finite temperature spectral functions for different parame-
ters. On the left panels £ = 0, whereas k£ = 7 on the right. The integrated spectral weight is presented
in the insets without broadening. Lorentzian broadening (with a halfwidth n = 0.05) is only used
for plotting the ED spectral functions in panels (e) and (f) and for plotting all spectral functions in
panels (g) and (h).
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Figure 2.10: DMFT, HEOM, SCMA, and ED spectral functions for different parameters. On the left
panels 7/4 < k < 7/3, whereas 7/2 < k < 37/4 on the right. The integrated spectral weight is
presented in the insets without broadening. Lorentzian broadening (with a halfwidth = 0.05) is only
used for plotting the ED spectral functions in panels (e) and (f) and for plotting all spectral functions
in panels (g) and (h).
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(i) Results for & = 0 (left panels) and k =  (right (ii) Results for 7/4 < k < m/3 (left panels) and
panels). /2 < k < 37/4 (right panels).

Figure 2.11: DMFT, HEOM, SCMA, and ED spectral functions for different parameters. The inte-
grated spectral weight is presented in the insets without broadening. Lorentzian broadening (with a
halfwidth n = 0.05) is only used for plotting the ED spectral functions.

0.8
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Figure 2.12: DMFT results for systems with finite number of lattice sites.



2.5.3 Heat Maps

In the previous section, we saw the DMFT spectral functions for different values of momenta. Another
common way to present those results is by using the heat maps in the £ — w plane. In Fig. 2.13i we
show the DMFT heat maps for the same parameters as in Figs. 2.9 - 2.11. For comparison purposes,
in Fig. 2.1311 we also show the DMFT heat maps for the same parameters as in the finite-7" Lanczos
results from Fig. 2 of Ref. [46]. A small difference in DMFT vs. Lanczos method heat maps can be
ascribed to the more pronounced peaks in the DMFT spectra.

lid(wo, g, T) = (0.5, 1, 0.05)

(wo,9,T)=(1,1,1)

o N W A~ U O

w o N W ~ U

0.5
0.4
0.3
0.2
0.1
0.0

(i) Parameter regimes are the same as in (ii) Parameters regimes are the same as in
Figs. 2.9—2.11. The same color coding Fig. 2 of Ref. [46]. The same color coding
is used in all plots. is used in all plots.

Figure 2.13: DMFT heat maps for Ay(w).
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2.54 Resultsat’ =0

The analysis from Sec. 2.5.2 can now also be repeated in the case of 7' = 0. The results, for the same
values of wy and ¢ as in Figs 2.9— 2.11, are shown in Figs. 2.14—2.17. As in Sec. 2.5.2, we note that
the HEOM results represent a benchmark in all regimes except for wy = 1, g = 2, where this method
requires too much computer memory to converge with respect to D. In this case, as a benchmark, we
use the ED method. In the ¢ = 2 regime, it turns out that N = 4 sites is large enough to represent the
thermodynamic limit, as justified in Sec. 2.5.2. In all other regimes sufficiently large values of N and
D, such that the results of the HEOM benchmark have fully converged, have always been used, and
are presented in Table 2.4.

Typical results at k£ = 0 are illustrated in Fig. 2.14. The weights of the DMFT and HEOM quasi-
particle peaks correspond to the mq/m* ratio. The satellite peaks are also very well captured by the
DMEFT solution in all parameter regimes. We note that at 7' = 0, the DMFT quasiparticle peak is a
delta function, while satellite peaks are incoherent having intrinsic nonzero width. Hence, for illustra-
tion purposes, in the insets of Figs. 2.14—2.17 the spectral functions are broadened, using a Loretnzian
broadening with half-width 7 = 0.05. On the other hand, the main panels show the integrated spectral
weights /(w) without any broadening. These were calculated using the numerical scheme we presented
in Sec. 2.4.1; see Eq. (2.26). A sharp jumps can be observed in /(w) at frequencies where the Dirac
delta peaks are situated in the spectral functions. In contrast to the DMFT results, all HEOM peaks
have a finite width due to the finite lattice size N and finite propagation time ¢,,,,. Nevertheless, to
make a fair comparison with DMFT, we also use Lorentzian n = 0.05 broadening in HEOM spectral
functions as well’. This Lorentzian broadening is generally much larger than the one arising from
finite V and £,,,x.

In panel 2.14(a), we see an excellent agreement between DMFT and HEOM quasiparticle peaks.
However, there seems to be a small discrepancy in the satellite structure: while HEOM predicts two
small peaks around w ~ —1.25 and w ~ —1.5, DMFT reproduces only a single broad structure. This
discrepancy is a consequence of the small finite-size effects of the HEOM solution. We illustrate this
in Fig. 2.18, where we apply the DMFT on a finite lattice with N = 10, which is the same size as the
one used in HEOM; see Table 2.4. This is another demonstration that DMFT is in fact quite accurate.

A favorable comparison between DMFT and HEOM/ED is also visible in other regimes as well; see
panels 2.14(b)— 2.14(c). In particular, in the strong coupling regime wy = 1, g = 2 ( see panel 2.14(b)),
the DMFT is even capable of capturing the so-called excited QP peak. This peak consists of a polaron
and a bound phonon, and is situated at the energy below £, + wy, where E, is the ground state energy
[45, 46]. At a crossover regime between large and small polarons wy = 1, g = V2, the DMFT is giving
excellent results for £ = 0, but as in the finite temperature case, its predictions are shifted with respect
to HEOM results for k£ = ; see Figs. 2.14(c) and 2.17(c). Lastly, for parameters in Fig. 2.14(d) the
lattice sites are nearly decoupled, approaching the atomic limit (ty < g, wp). Having in mind the finite
temperature results from Sec. 2.5.2, and the fact that DMFT is exact in the atomic limit, its reliable
predictions are now completely expected in this regime.

?Once again, we emphasize that the broadening is introduced only for plotting figures. All calculations are performed
without any broadening.

Table 2.4: Number of lattice sites N and the maximum hierarchy depth D used for the application of
the HEOM method in different regimes at 7' = 0

Parameters N
wp=1 g=1 10
wp=1 ¢g= V2 8
Wy = 3 g = \/E 6

NoREN NN lw
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Figure 2.14: Integrated DMFT, HEOM, SCMA, and ED spectral weight, [ (w) = ffoo dvAg(v), for
k = 0and T = 0. The insets show comparisons of the spectral functions. /(w) is obtained without
broadening, whereas A(w) is broadened by Lorentzians of halfwidth n = 0.05.

= HEOM
---- SCMA

Figure 2.15: Integrated DMFT, HEOM, SCMA, and ED spectral weight, I(w) = [ dvA(v), at
T = 0. The insets show comparisons of the spectral functions. /(w) is obtained without broadening,
whereas A(w) is broadened by Lorentzians of halfwidth n = 0.05. Different panels have the following

values of the momenta: (a) k = 3, (b)) k=%, (©) k=%, (d) k = %.
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Figure 2.16: Integrated DMFT, HEOM, SCMA, and ED spectral weight, I (w) = ffoo dvAg(v), at
T = 0. The insets show comparisons of the spectral functions. /(w) is obtained without broadening,
whereas A(w) is broadened by Lorentzians of halfwidth » = 0.05. Different panels have the following
values of the momenta: (a) k =

25
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b) k=30 () k=120, (d) k= 2.
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Figure 2.17: Integrated DMFT, HEOM, SCMA, and ED spectral weight, I (w) = ffoo dv A (v), for
T = 0 and k = 7. The insets show comparisons of the spectral functions. /(w) is obtained without
broadening, whereas A(w) is broadened by Lorentzians of halfwidth = 0.05.
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Figure 2.18: Finite-size effects in the DMFT solution at intermediate coupling wy = 1,9 = 1,7 = 0.

Other figures in this section support the conclusion that DMFT is an excellent approximate method
in the whole parameter space. In contrast, we show that SCMA gives decent predictions only for
wo = 1, g = 1. As the interaction increases, the SCMA solution misses the position and the weight of
the quasiparticle peak, and the satellite peaks are not properly resolved.

Remark 11. As in Sec. 2.5.2, we note that the HEOM/ED method imposes the periodic boundary
conditions on a finite lattice. As a consequence, the HEOM/ED spectral functions are available only
for momenta which are integer multiples of 2w /N. Results for additional k-values are obtained using
twisted boundary conditions. On the other hand, DMFT is calculated in the thermodynamical limit,
and the corresponding spectral functions are thus easily obtained for arbitrary k.

2.5.5 HEOM Self-Energies

The results for the spectral functions, as well as for the effective mass and ground state energy, have
shown that the DMFT gives an excellent approximate solution of the 1D Holstein model in the whole
parameter space. This indicates that the self-energy is approximately local. This will now be explicitly
demonstrated using the HEOM results. Since ¥;(w) = X_;(w) we will show only the results for
k> 0.

In Fig. 2.19 we present the HEOM and DMFT self-energies in the intermediate coupling regime.
Figs. 2.19(a) and 2.19(b) show that the self-energies are nearly local, whereas the DMFT solution
interpolates in between. The self-energy is approximately local also for g = 1/2; see Figs. 2.19(c)-
2.19(d). There is a visible discrepancy only at higher momenta, which reflects in a shift of the spectral
functions with respect to the DMFT solution in Fig. 3d of the main text.

The regime close to the atomic limit is investigated in Fig. 2.20. Panels (c) and (d) show that the
results are nearly local, but have a kind of stripe pattern, unlike the DMFT solution. This is just a
consequence of the finite-size effects. This can be understood by inspecting the DMFT solutions on
lattices with different number of lattice sites /V, as shown in Fig. 2.21, which demonstrates that while
the spectral functions are not strongly N-dependent, the details of the self-energy are much more
sensitive to finite-size effects. Here, we also see a stripe pattern in the self-energies, but only in the
case when the number of lattice sites NV is finite. This is why we see a very good agreement between
the DMFT and N = 6 HEOM spectral functions in Figs 2.9(g) and 2.9(h).
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Figure 2.20: Panels (a) and (b) show HEOM and DMFT self-energies close to the atomic limit wy = 3,
g = V12, T = 1. Panels (c)-(d) show the same HEOM results as in (a)-(b) but shifted for different

values of momenta k.
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Figure 2.21: DMFT finite-size effects close to the atomic limit wy = 3, g = V12, T = 1.

2.6 Imaginary Time Correlation Functions

At the end of this chapter, let us perform yet another crosscheck of our conclusions, this time by
calculating the correlation function on the imaginary time axis

Cx(7) = <Ck(T)CL>T,Oa (2.36)

where ¢y (7) = €7 ke ™ Hand <7< B=1 /T. As a benchmark, we use a quantum Monte Carlo
(QMC), which is capable of producing numerically exact results for C (7).

H

Remark 12. To apply the QMC, the correlation function in Eq. (2.36) is expressed using the path
integral representation of this quantity, and the imaginary time Tis discretized into small steps AT.
It turns out that the integral over phononic degrees of freedom is Gaussian, and can be evaluated
analytically. Thus, the expression reduces to the multidimensional sum over the electronic coordinates.
This is then calculated via the Monte Carlo method. We note that the QMC results that we use were
obtained by Nenad Vukmirovi¢. The details of the method are presented in Ref. [83]. This is a natural

extension of early works where such an approach was applied just to thermodynamic quantities [ 84—
86].

Despite being numerically exact, QMC only provides the results on the imaginary time axis.
This cannot be used to reliably obtain spectral functions, especially when the spectrum has several
pronounced peaks, as the numerical continuation to the real-frequency axis is numerically ill-defined.
However, the reverse procedure is achievable: Cy(7) can easily be calculated from Ay (w). Therefore,
we have to settle for a comparison on the imaginary axis. The expression that relates these two
quantities can be obtained by expressing Ci(7) in the energy basis, i.e., using the Lehmann spectral
representation (this is done analogous to Sec. 2.1.2 in Part. )

1
Cilr) = 5 D e P nlec|m)*e™ =), (2.37)
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where |n), and |m) are states that have exactly zero and one electron, respectively, and an arbitrary
number of phonons. Comparing this to Eq. (2.13) of Part I, we immediately conclude that

Cx(7) = /OO dw e Ag(w). (2.38)

o0

Equation (2.38) can now be used to check whether the spectral functions that we calculated using
DMEFT (and also HEOM and SCMA) are consistent with the QMC results.

Fig. 2.22 shows the imaginary time QMC, DMFT and HEOM correlation functions and their
deviation from the QMC result, for the same w; and g, as in Fig. 2.9(d). We see that the deviation
is very small, the relative discrepancy being just a fraction of a percent at 7' = 1. The discrepancy
between the DMFT and QMC increases at lower temperatures when the nonlocal correlations are
expected to be more important, but it remains quite small even at 7' = 0.4. We also see that the DMFT
gives better results at k& = 0 than at & = 7. Furthermore, the SCMA correlation functions show a
clear deviation from other solutions. This is in agreement with our findings in Sec. 2.5. However, as
we see, great care is needed when drawing conclusions from the imaginary axis data since a very
small difference in the imaginary axis correlation functions can correspond to substantial differences
in spectral functions.

In Fig. 2.23 we present the correlation function comparison over a broad set of parameters. The
DMFT, HEOM and QMC are in excellent agreement, with the relative discrepancy of the order of one
percent for 7 ~ 1/T". The SCMA results are also included for comparison.

From Eq. (2.38) we see that the correlation function unevenly treats different frequencies from the
spectral function. Because of the exponential term, it takes into account low-frequency contributions
with much larger weight. Thus, the favorable comparison of DMFT and QMC reveals that the low-
frequency parts of the corresponding spectral functions behave appropriately and fall off fast enough.
This is a very important property for calculating quantities where the low-frequency part gives a large
contribution to the result, which would be the case for optical conductivity.

Let us now estimate how much a Gaussian centered at frequency a,

2
AC(w) = W e , (2.39)

o\ 2T

would contribute to the correlation function. Here W is the spectral weight and o is the standard
deviation of the Gaussian. This could model a tiny peak present due to the noise, or a real physical
contribution. The corresponding part of the correlation function C{* can be singled out since Eq. (2.38)
is linear in Ay. It can be evaluated analytically, giving

CO(r) =We™= ~. (2.40)

We see that the spectral weight contributes linearly, while the position of the delta peak contributes
exponentially (note that a can be negative). The width of the Gaussian o, as well as the imaginary time
T, are quadratic inside the exponential. Hence, Eq. (2.40) explicitly shows that precise calculation of
the correlation function requires very accurate spectral functions at low frequencies. Even a small error
or noise can produce a completely wrong result. Reliable comparison of Cy(7) was made possible
only due to the high precision of both DMFT and HEOM calculations.
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Figure 2.22: DMFT, HEOM, and QMC correlation functions forwy = 1, g = v/2atk = O and k = T,
at several temperatures. The right panels show the relative discrepancy between DMFT and HEOM
results with respect to QMC.
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Cumulant Expansion Method

The results that we present in this chapter are a product of our work that we published in Ref. [87].

3.1 Introduction

The cumulant expansion (CE) method presents an alternative to the usual Dyson equation approach for
the calculation of spectral functions of interacting quantum many-particle systems [1]. This approxi-
mation assumes that the Green’s function can be written in an exponential form G (t) = Gy o(t)e“®,
Here, Gy (t) and Gy o(t) represent the Green’s functions of the full and noninteracting theory respec-
tively, while Cy () is the auxiliary function, called the cumulant, that needs to be determined. This
ansatz is based on the exact solution for the Green’s function of the Lundqvist’s X-ray model problem,
which is of exponential form [88, 89]. This is another fermion-boson (core hole-plasmon) model,
whose spectral functions exhibit multiple satellite peaks, analogous to the ones we observed in Chap-
ter 2. Furthermore, it was shown that the cumulant approach gives a correct description of the valence
electrons as well [90]. This suggests that the CE is well suited for the description of both the weak
coupling and atomic limits, while its applicability in other regimes needs to be thoroughly investigated.

CE did not emerge recently. It was extensively used in the past for the studies of electron-phonon
systems in metals, semiconductors, and insulators [91-93], as for plasmonic effects in metals and
free electron gas [90, 94]. Recently, interest in this method has been renewed due to the possibility
of combining CE with ab initio methods. Since then it has been applied to study spectra of a wide
class of matterials, including perovskite SrTiO3 [95], transition-metal oxides ZnO and TiO, [95, 96],
ionic insulators MgO and LiF [97] etc. Combining the CE with the Kubo formula for charge transport
gives an attractive route to calculate mobility in semiconductors beyond the Boltzmann approach,
which is applicable only for weak electron-phonon coupling [2]. This was very recently demonstrated
for SrTiO3 [98] and naphthalene [99]. CE was even applied to elemental metals Cu, Nb, Pb, Ta and
V, showing that it gives substantial correction to the Migdal approximation in the case of stronger
electron-phonon interaction [100]. Promising results in the case of plasmons have also been emerging,
with significant attention being devoted to the combination of the well-known GW approximation with
the CE [101-107]. Furthermore, CE was used to study absorption spectra in molecular aggregates
representative of photosynthetic pigment-protein complexes [108—110]. Some theoretical progress
in the development of the CE has also been made. As a solution to an uneven treatment of particles
and holes, Kas et al. introduced the CE of the retarded Green’s function, instead of the time-ordered
one, which was commonly used at the time [111]. Generalizations of the CE are also being developed
[112, 113].

Despite the attention that is paid to the theoretical aspect of this method, a thorough assessment
of the range of validity and the limitations of CE is still lacking. One of the purposes of this work
is to fill that gap in the literature. To achieve this, one can turn to simplified models of the electron-
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phonon interaction where reliable benchmarks already exist. In the case of the Frohlich model, CE
gives the ground state energy and the effective mass [97, 114] similar to the exact QMC calculations
for moderate interaction [115]. This is in contrast to the Dyson-Migdal approach which severely
underestimates mass renormalization. However, a comparison of the corresponding spectral functions
is missing, since reliable QMC results are not available due to the well-known problems with analytical
continuation. In contrast, accurate results for the spectral functions are available in the Holstein model,
as we have already seen in Chapter 2. Therefore, the Holstein polaron model gives a unique opportunity
to explore the applicability of the CE in detail. Recently, a similar feat was conducted in Ref. [116].
Still, there are several questions that remain unresolved. Most importantly, a comparison of spectral
functions was made just for a small set of parameters on a finite-size lattice, where the benchmark
spectral functions were available from the finite-temperature Lanczos results [46], while the charge
transport was not examined at all. On the other hand, our findings from Chapter 2, demonstrating
that DMFT is an extremely cheap and accurate method, make us ideally positioned to perform a
much more thorough analysis of the CE method, using the DMFT as a benchmark. In addition to
calculating the 1D spectral functions in a wider range of parameter regimes compared to Ref. [116],
we extend their results by providing a more comprehensive analysis which includes the spectral sum
rules, quasiparticle properties, charge mobility, as well as the 2D spectral functions.

3.2 Cumulant Expansion: Theoretical Foundations

We have introduced the CE, as a method that assumes the Green’s function to be of exponential form

Gi(t) = Gio(t)eT W = —if(t)e "l Ck®) (3.1)

where C\(t) is the so-called cumulant function. To apply this, we first need to find a way to calculate
Cx(t) in an arbitrary parameter regime. Usually, this is only done in the lowest-order perturbation
theory. Such an approach bears the name the second-order cumulant expansion', and this will be one
of the central themes of this thesis.

3.2.1 Theoretical Framework for the Calculation of the Second-Order Cumu-
lant Function

Even though we introduced the cumulant expansion as an alternative to the Dyson approach, in the
lowest-order perturbation theory the cumulant function is usually calculated from the self-energy in
the Migdal approximation. This is justified because the CE actually improves the results given by the
lowest-order self-energy, as will be demonstrated in the subsequent sections.

To derive the expression for the second-order cumulant function, we start from the leading terms
in the Taylor expansion of the Dyson equation

Gr(w) = (Gro(w) ™! = Ti(w) ™ = Gieo(w) + Gio(w) X (w) Greo(w), (3.2)
and take its inverse Fourier transform, equating it to the leading order terms in Eq. (3.1)
Gi(t) = Gio(t)e W = Gy o(t) [1 + Ci(t)] . (3.3)

We obtain

W / € G (W) Tk (W) G (W) = GaeoftT + Greo(D)Cic(t), (3.4

The second-order cumulant expansion will often be abbreviated, and we will refer to it simply as the cumulant
expansion.
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where the first terms on both sides cancel each other out. This can be solved for C(t) by explicitly
writing out the free Green’s function as Gy o(t) = —i6(t)e **¥', and restricting ourselves to positive
times ¢ > 0, which is justified since we are working with retarded quantities. We get

: ®dw e (w)
Cx(t) = iex’ — :
(t) = ie /OOQW(w—aEk+i0+)2
Using the spectral representation of the self-energy
dv |ImXy(v)|
by = [ ——7 3.6
k() /7rw—u+i0+’ (3-6)
and the contour integration over w, Eq. (3.5) simplifies to [111]
1 /°° IS + )]

T w?

(3.5)

C(t) = (™™ 4 dwt — 1). (3.7)

—00

Since in our derivation, we restricted ourselves to the leading order terms in Eq. (3.1) and the Dyson
equation, we conclude that the self-energy in Eq. (3.7) has to be in the lowest order (i.e., Migdal)
approximation.

From our derivation, we now see all the positive aspects of the CE:

* It can be regarded as a post-processing method, which takes the Migdal self-energy as input and
improves? those results by using Egs. (3.7) and (3.1).

* In this derivation, we have not used any specifics of the model we are considering, implying that
Eq. (3.7) is not restricted to the Holstein model, and can be easily combined even with ab inito
methods.

e [tis a one-shot method, meaning that it does not contain any iterative self-consistent calculations.
This makes it numerically cheap.

Remark 13. One direct consequence of Eq. (3.7) is that

Ck(t:()) = M

=0 3.8
7 ; (3.8)

t=0

meaning that C\(t) is a quadratic function of time around t ~ 0. This is important, since the cumulant
function C\(t) for small t is related to the Green’s function in frequency space for large w. In addition,
Gx(w) for large frequencies is related to the spectral sum rules. The latter can be seen by starting
from

Gx(iwy,) = /_00 dw Adw) L[~ dw A(w)

Wy, — W Wy, 1—- -2

—00 iwn,

w w 2 w 3
1+.—+(.—) +<—) + ...
1w, 1w, W

and using the analytical continuing this to real-frequency axis iw, — w + 10", obtaining

o0

. dwAg(w)

W,

Q

, foriw, > 1, (3.9)

—0o0

Gr(w)~ Y Mw;jilf), for w — 0, (3.10)
n=0
where M, (k) is the n-th spectral sum rule, given by Eq. (2.39) from Part I.

Therefore, we conclude that the cumulant function for small times is related to the spectral sum
rules. In general, Cy(t = 0) = 0 is sufficient for the first spectral sum rule [ Ay(w)dw =1 to be
satisfied, while the second sum rule f Ay (w)wdw = ey is a consequence of both conditions in Eq. (3.8).
In Sec. 3.4.3, we will see that within the Holstein model, additional spectral sum rules as satisfied as

well.

2The fact that this method does actually improve the MA, will be demonstrated in the rest of this chapter.
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3.2.2 Numerical Challenges when Applying the Second-order Cumulant Ex-
pansion

The cumulant function can be calculated directly from Eq. (3.7). However, there are some numerical
challenges caused by the removable singularity at w = 0 and by the rapidly oscillating trigonometric
factor e~ for large t. The latter is important for the weak electron-phonon couplings, where it is
necessary to propagate Cy(t) up to long times until the Green’s function is sufficiently damped out.
The same problem occurs in other regimes as well (e.g., close to the atomic limit), where the Green’s
function does not attenuate at all; see Sec. 3.3.2.

The numerical singularity at w = 0 can be completely avoided if we consider the cumulant’s

second derivative 2C ;
t o0 . ,
d;( ) = / i ImYy (w + ex) e ™ = 25, (t), (3.11)

where we used ImY (w) < 0 an introduced

ok(t) = / h Imzk(w)e*"wtd—w. (3.12)

. 2m

Then, Cy(t) is obtained as a double integral over time of Eq. (3.11)

t t
Ci(t) =2 / dt’ / dt" e Gy (1), (3.13)
0 0

where the lower boundaries of both integrals have to be zero, as guaranteed by the initial conditions
that were given in Eq. (3.8). Using the Cauchy formula for repeated integration, this can also be written
as a single integral

t
Cx(t) = 2/ (t — 2)e" <" Gy (z)dz. (3.14)
0

This completely removed the problem of numerical singularities. Still, the problem of rapid oscillations
of the subintegral function remains due to the presence of €*°«* term. In Sec. 3.3 we provide an elegant
solution for this issue, focusing on the case of the Holstein model.

Once the cumulant function has been evaluated, Eq. (3.7) determines the Green’s function, while
the spectral function can be calculated as Ax(w) = (—1/7)ImGy(w). However, in practice, the free
electron part e %! in Eq. (3.22) typically oscillates much more quickly than e“x(). Hence, it is much
more convenient to calculate

1 o
Aw(w + &) = —Re / dteteCx®, (3.15)
0

and only subsequently shift the frequency axis w — w — €y to obtain Ay (w).

3.2.3 Asymptotic Expansion for Cumulant when ¢ — oo

In remark 13, we investigated the cumulant function for small ¢ and concluded that it behaves as a
quadratic function of time, as ¢ — 0. In addition, we noted that such behavior has direct consequences
on the spectral sum rules. Some further insight about the cumulant function can be gained by also
inspecting its behavior for ¢ — oco. For example, as we now demonstrate, the quasiparticle properties
within CE are completely determined by the asymptotic expansion of Cy () for large times ¢. To see
that, we start from Eq. (3.11) and obtain

d [e’e) d2 t . o] o] ]
z&(t — 00) = z/ Cil )dt = —i/ dw|ImYy (w + ek)]/ dte™™" = Sx(ex), (3.16)
dt 0 dt? T ) 0

[e.9]
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where we used the identity [~ dte=*' = mwd(w) — iP <, and the Kramers-Kronig relations® for the
self-energy. Hence, we conclude that the cumulant function Cy (), and also the whole exponent in
Eq. (3.1) is a linear function of time

Cx(t) — iext =~ —iEkt + const for ¢ — oo, (3.19)

where 3
Ek =€y + Zk(Ek). (320)

As a consequence, the Green’s function in Fourier space has a simple pole situated at E, as seen from
the following expression

Gy(w) = —i / (oo ) gy
0

A O (¢ oo iC (¢
= / cit(oma0) gy / cit(oa ) gy (3.21)
0 A _/_/

~ eit(w—Ek)
for large enough A

Therefore, quasiparticle properties are encoded in Ej: its real and imaginary parts correspond to the
quasiparticle energy and scattering rate, respectively.

Remark 14. We note that, in our present analysis, we implicitly assumed that %(t — 00) exists and

is finite. Although this is generally true, there are a few exceptions. In the Holstein model, the first
assumption is violated at the atomic limit (ty = 0; see Eq. (3.53)), while the second assumption is
violated at the adiabatic limit (wy = 0) for k = 0 or k = +7; see Eq. (3.45) or Eq. (2.23) from Part I.

The knowledge that we gained about the analytic properties of the Cy(¢) provides us with an
intuitive understanding of how the shape of the cumulant determines the shape of the spectral function.
The asymptotic limits ¢ — oo (where Cy(?) is linear) and ¢ — 0 (where Cx(¢) is quadratic) by
themselves, to a large extent, describe only the simple one-peak spectral functions, while the crossover
between these limits is responsible for the emergence of satellite peaks. This can be explained as
follows: if the cumulant was quadratic over the whole ¢-domain Cy(t) = ct?, the spectral function
would have a simple Gaussian shape. Similarly, the Lorentzian shape would be obtained from the
linear cumulant Cy () = ct. This suggests that the simple crossover between quadratic (at small ¢)
and linear (at large t) behaviors would also give a simple one-peak shape of the spectral function. The
information about phonon satellites is thus completely encoded in the Cy(t) for intermediate times t,
which depends on the system and approximation in which the cumulant function is calculated.

3.2.4 Alternative Derivation of the Cumulant Function

So far, we derived the expression for the second-order cumulant expansion in terms of the self-energy.
Let us now demonstrate how the cumulant function (not necessarily the second-order Cy (%)) in the
Holstein model can be calculated in general, not resorting to the use of the Dyson formalism.

3Kramers-Kronig relations for the self-energy read as

ReXk(w) = ReXk(w — 00) + 77/ %%, 3.17)
I (w) = —'P/ LMRG [Ek(w') /_ Yk(w — oo)]7 (3.18)
7r W —w

but we restrict ourselves to the case when Yy (w — oo0) = 0, which is relevant in our case.

87



3.2.4.1 Setting up the Notation

In Sec. 2.1.2, we showed that the Green’s function can be written in the following form (see Eq. (2.14)
of Part I)

Ghe(t) = —if(t) (e (t) et ) 7o, (3.22)
where ¢ (t) = e ce” Mt For the sake of this section, it turns out that it is convenient to separate the

Hamiltonian 1 as in Eq. (1.2) of Part I, into its electron part /., phonon part 1}, and electron-phonon
coupling part H_pp,. These terms are given by*

iHt

Ho=~tg Y (e +He) =3 e, (3.23a)
(i3) k
Hpn = wy Z ajai = wp Z aLak, (3.23b)
i Kk
g t t
Heg_ph = —g Z cchi <azT + ai> = —— Z CletqCk (aq + a,q> . (3.23¢)
% \/N k,q

Remark 15. As explained in Sec. 2.1.2 of Part I, the symbol (... )7 in Eq. (3.1) denotes the thermal
average over the states with no electrons and an arbitrary number of phonons. For the rest of this
section, to avoid possible confusion, we introduce a more explicit notation |0, ﬁp>, which denotes an
arbitrary’ state with n, phonons and no electrons. The sum over all possible phonon configurations
will be denoted by ()} Using these, the expectation value (x)r, for arbitrary x can be expressed

as
0,71, le Hon/T2|0, 7
_ {np}\¥o 7P P
Z{np}<07ﬁp|6_th/T|O7ﬁp>

Furthermore, we also introduce |k, 7,) = cl|0,71,) and Z, = > (n,} {0, fip|e=Hen/T)0, 71,,).

<ZL‘>T70 (324)

3.2.4.2 Theoretical Framework for the Calculation of the Cumulant Function in the General
Case

Starting from Eq. (3.22), and using the fact that |0, 72,,) is an eigenstate of both the full and the phononic
Hamiltonian H |0, ,) = Hpu|0, 2y) = nywo|0, 72,,) it follows that

—il(t ‘ ,
Gk(t) = ZT() > " eronetemmo T iy e ] |0, 71,). (3.25)
RS
The term e~** can be expressed using the identity that relates two different, but equivalent, forms for

the evolution operator in the Dirac picture,
t
giert giHlont =it _ 1 oy {—z/ dtlﬂéll_)ph(tl)} 7 (3.26)
0
giving
t
e~ iHt _ o—iHpnt —iHet T, exp {_@/ dt1He(1I_)ph(t1)] . (3.27)
0

Here, H e(ll_)ph is the electron-phonon interaction part of the Hamiltonian in the Dirac picture and 7;
is the time-ordering operator. Using the fact that the purely phononic part e~*#»n!, and the purely
electronic part e~*%1* can be easily dealth with using

(0, 71y |e ™ Hent = e=iwonmat(() 7 | (3.28a)

“Here, N is the number of sites, that we take to be infinitely large N — 0o, in order to get the thermodynamic limit.
SWe say ’arbitrary’ because such state is not unique.
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(0, fip|ee et = e7=xH(0, 7 |y, (3.28b)

we see that Eq. (3.25) becomes

Gk(t) _ _Zezﬁeiakt Z efnpwo/T <0>ﬁp

b {np}
= _if(t)e et <Te*1fo dtiH ph<t1>> . (3.29b)
T,

acTy exp {—z / dt,HY ph(tl)] ok o,ﬁp> (3.29a)
0

The expressions of the form (3.29b) have been extensively studied in the past. As shown in Eq. (6.10)
of Kubo’s cumulant paper [117], the expectation value with the time-ordering can be written as

<j1t67ifg dtlHéllzpl,(t1)> = exp <j1tefi fot dt1HéIIlph(t1) _ 1> = eck(t)7 (330)

Tk,c

§{>ph<tm>> : (3.31)
Tk,c

Therefore, where we finally found the expression for the cumulant function C(¢) from Eq. (3.1). The
notation (. .. ). denotes the so-called cumulant average. In general, the cumulant average is defined
using the ordinary average, by formally expanding the following expression in the Taylor series with
respect to §; and equating, order by order, the terms on the left- and the right-hand side

<exp > ngj> = exp < <exp Z@-)@) — 1> , (3.32)

where the —1 term on the right-hand side is motivated by the fact that the expectation value of the
unity operator is equal to 1. We note that there is actually an analytic formula that relates the cumulant
average of any order with the ordinary average [118], but that will not be necessary for our present
purposes.

Tk

giving

Ci(t) = i <T}(_

Jj=1

3.2.4.3 Theoretical Framework for the Calculation of the Second-order Cumulant Function

In Sec. 3.2.4.2, everything was exact. Let us now demonstrate that the second-order cumulant from
Eq. (3.7) corresponds to the approximation in which only the first two terms in Eq. (3.31) ( = 1 and
J = 2 terms) are kept, while everything else is neglected. This is known as the second-order cumulant
expansion. To achieve this, we explicitly write out the first two cumulant averages in terms of the
ordinary averages

(X1)e = (X1), (3.33a)
(X1 Xo)e = (X1X0) — (X1)(Xa). (3.33b)

As we see from Eq. (3.33a), the cumulant average coincides with the ordinary average for 7 = 1,
and hence vanishes when used in Eq. (3.31) due to Wick’s theorem. As a consequence, the cumulant
average can be simply replaced by the ordinary average in the case of j = 2 term as well; see
Eq. (3.33b). Therefore, the second-order cumulant function reads as

1
== / dt, / dtQ thkH1 ph(tl)He(llph(tg)cL>T0. (3.34)

For a straightforward application of Wick’s theorem, it is customary to rewrite electron creation and
annihilation operators in the Dirac picture. In order not to change the already existing time ordering in
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Eq. (3.34), the annihilation operator is expressed in the final time ¢y = eiektcl(f) (t), while the creation

operator is expressed in the initial time cL = CL(I)(O). If we also use the explicit form of H e(l )ph( )

from Eq. (3.23c), the Eq. (3.34) becomes

g2 ] t t
Ck(t) = — ﬁewkt/o dtl/o dtg

<th Z Ckl-ﬁ-fh tl Ck1 Z Ckz—i—qzckz A(I)<t2)cl(1)(0)> , (3.35)
T,0

k1,91 k2,q2

where we introduced the shorthand notation for the phonon part Ay, = a4 + aT_q. Equation (3.35) is
now easily evaluated using Wick’s theorem. Contraction between the phonon degrees of freedom gives

[1]

<TtA51[1) (1) A, (t2)> = Oqy,—q 0D (t1 — 12), (3.36)
where iD(t; — t3) = (ny, + 1)e"oltit2l 4y, eiwolti=t2| ig the phonon propagator, while n,;, =
1/(e*0/T —1) is the Bose factor. Since we are working in the limit of vanishing electron density (single

electron in a band), the contraction between the electron creation and annihilation operators does not
have a hole part, and hence reads as

<th§f> (t2)ciD) (t2)> = g e tlg (1 — 1), (3.37)

Taking all of this into account, Eq. (3.35) simplifies

2 t t
) =25 3 [ o [ et ling, — ), (338
q 0 0

We can get rid of the absolute value by noticing that the contributions for ¢, > ¢; and for ¢, < #;
are equal. It is thus sufficient to restrict ourselves to t5 > ¢; and multiply everything by 2. Also, the
expression can be further simplified if we use

o)
el(Er—gatwo)(tz—t) — / dwe_i“’(trtl)(s(w + ek — £q £ wo).

o0

Then, the whole q dependence is inside the Dirac delta function, which in combination with the
summation over q gives

D S(w+ e — £q = wo) = Np(w + £x £ wp), (3.39)
q

where p is the density of states. It is now straightforward to show that Eq. (3.38) reduces to

o et gt —1
Ci(t) = 92/ dw 2 [(npn + 1)p(w + ex — wo) + nprp(w +ex +wo)] . (3.40)

This expression can be rewritten in terms of the Migdal self-energy (see Eq. (2.28))

1 /°° TmEMA (w + &)

Ck(t) = — dw B

(e7™! 4wt — 1), (3.41)
™

00 w

where we used the analytic property of self-energy Im>: < 0.
Remark 16. We note that the cumulant expansion method that we have now presented is analogous
to the linked cluster expansion for the thermodynamic potential F' in statistical mechanics. This is a

consequence of the same mathematical form of Cy(t) = In (Gx(t)/Gxo(t)) and F = In(Z/Z,), where
Z and Zy are the partition function of the full and noninteracting theories.
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3.3 Second-Order Cumulant Expansion for the Holstein Model:
Implementation and Basic Properties

3.3.1 Cumulant Function in the Holstein Model

From now on we exclusively concentrate on the Holstein model, on a hypercubic lattice in d dimen-
sions, in the thermodynamic limit N — oo. The expression for the cumulant function, as seen from
Egs. (3.14) and (3.12), is related to the inverse Fourier transform of ImEMA(w), which in turn is com-
pletely determined by the inverse Fourier transform of the density of states p(t); see Eq. (2.28) from
Part I. The latter admits a closed-form solution®

. o0 dwe—iwt J d
p(t) = 2m) [OQ)ddké w+2tOZcoskj

Jj=1
d

L /1 [, Jo(2tot)?
- _/ dketaotcosk — 0( 0 ) , (342)
2 \ 27 J, 2

where J; is the Bessel function of the first kind of order zero. Hence, Eqgs. (3.14),(3.12), (2.28) from
Part I, and (3.42) imply that the cumulant function can be written as

t
Ck(t) = —gz/ dx(t — x)iD(x)e™* Jy(2tx)?, (3.43)
0

where i D(t) = (np, + 1)e ™! 4 ny,e™ot is the phonon propagator in real time (for ¢ > 0).
In Fig. 3.1 we illustrate the cumulant function, as well as the corresponding Green’s function and
spectral function. Figs. 3.1(a) and 3.1(b) show the second derivative of the cumulant

d*>Ci(t)

2 = —g%iD(t)e"* Jo(2tot)?, ford = 1, (3.44)

in order to demonstrate the rapid oscillations that are also present in the cumulant itself. These are
not easily observed by inspecting C)(t) directly, as the linear behavior dominates for large times. We
observe that the £ = 0 and & = 7 results possess an oscillating envelope with period 27 /wy, while
intermediate momenta have a much less regular structure. This can have direct consequences on the
spectral functions, as the satellite peaks are expected to be at a distance wy from each other. To be more
explicit, oscillating envelopes suggest that there is a much higher chance for the occurrence of satellite
peaks near the bottom (k ~ 0) and the top (k =~ ) of the band, than otherwise. However, that does
not guarantee that the satellite peaks will in fact occur. Figure 3.1(c) shows that ReCi(t) is declining
faster for & > 0 than for k = 0. As a consequence, e“x() in Fig. 3.1(d) attenuates slower for k = 0,
having enough time to complete a full period, while £ = 7 results are reminiscent of an overdamped
oscillator. A similar, although much less evident, effect can be seen in the Green’s function itself; see
Fig. 3.1(e). This is why the £ = 7 spectral function in Fig. 3.1(f) has a simple one-peak shape, while
only the k£ = 0 result captures one small satellite peak.

From a numerical point of view, Eq. (3.43) is treated using Levin’s collocation method [119],
which is reviewed in Appendix B. It provides a controlled, accurate, and numerically efficient way to
integrate the product of trigonometric, Bessel, and some slowly-varying function. This approach avoids
using a dense ¢-grid, which would otherwise be required, as the subintegral function in Eq. (3.43) has
the same type of rapid oscillations present in d?C\(t)/dt>.

%We note that this derivation is completely analogous to the one presented in Eq. (1.113), with the only difference being
that the noninteracting dispersion relation now reads as ex = —2%g Z;l:l cos k;.
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3.3.2 Lifetime

Another question of practical importance is how long should we propagate the cumulant function in
real-time until the corresponding Green’s function attenuates. A rough estimate of such quantity is
given by the quasiparticle lifetime 7. The lifetime is determined as 7, = 1/(2|ImFEy|), where Ey is
given by Eq. (3.20), and the self-energy is taken in the Migdal approximation (see Eq. (2.28) from
Part I)
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Figure 3.1: The cumulant, Green’s and spectral function on the example of the one-dimensional
Holstein model with the following values of the model parameters: wy = 0.2, g = 0.2, 7" = 0.3 and
to = 1.
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Figure 3.2: Quasiparticle lifetime 7y in the CE method for 7'/, = 2 and g/ty = 1.
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This is illustrated in Fig. 3.2. We observe that there is a considerable part of the parameter space
where the lifetime is infinite, which means that the corresponding Green’s function never attenuates.
This occurs for wy > 2to+2to| cos k| in the case of finite temperatures, and for wy > 4t sin® k/2 in the
T = 0 case. In these regimes, one could presume that this is reflected in the spectral functions through
the appearance of Dirac delta peaks, which is not expected at finite temperatures. This illustrates one
of the limitations of this method.

3.4 Spectral Functions

In this section, we present the CE spectral functions of the 1D Holstein model. The DMFT is used as
a reliable benchmark, while MA and SCMA represent the main competitors and alternatives to the CE
method. Sec. 3.4.1 shows the results for £ = 0, whereas heat plots and the £ = 7 results are shown
in Sec. 3.4.2. High-temperature spectral functions and spectral sum rules are presented in Sec. 3.4.3.
The behavior near the atomic limit is discussed in Sec. 3.4.4. In these sections, we present only the
results for wy = 0.5, while the results for other phonon frequencies and various momenta are shown in
Sec. 3.7. Furthermore, we also calculate the 2D spectral functions, but these results will be postponed
until Sec. 3.6.

3.4.1 Low and Intermediate Temperatures for £ = 0

In the weak-coupling limit o — 0, all these approximate methods (DMFT, CE, SCMA, MA) provide
accurate results. In Fig. 3.3 we investigate how far from this strict limit each of our methods continues
to give reasonably accurate spectral functions. In Fig. 3.3(a), we see that for « = 1 all methods
correctly capture the QP peak, which dominates in the structure of the spectrum. The MA satellite
peak is slightly shifted towards higher frequencies, which becomes significantly more pronounced at
higher temperatures; see Fig. 3.3(b). The limitations of the MA become more obvious for stronger

couplings, where even the position and the weight of the QP peak are inaccurate; see Figs. 3.3(c)-
3.3(h).
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Figure 3.3: Spectral functions for ¢y = 1, wg = 0.5 and k£ = 0. In the left panels 7" = 0.3, while
T = 0.7 in the right panels. Insets show the integrated spectral weights Iy (w) = [*_ Ax(v)dv.

While the QP properties of the CE and SCMA seem to be quite similar if « is not too large, some
difference in satellite peaks is already visible in Figs. 3.3(b) and 3.3(c). Figure 3.3(c) shows that
SCMA gives broader satellites than the DMFT benchmark, whereas CE slightly underestimates the
position of the satellite. Neither CE nor SCMA can be characterized as distinctly better in this regime.
On the other hand, Figs. 3.3(e) and 3.3(g) display a clear advantage of the CE. We see that it captures
rather well the most distinctive features of the solutions, which are the first few satellites. This is not
the case for SCMA.

Figures 3.3(f) and 3.3(h) demonstrate that the CE gives a rather quick crossover toward the high-
temperature limit, as it predicts a simple broad one-peak structure for the spectral function already
for 7' = 0.7. This large difference between the spectral functions for 77 = 0.3 and 75 = 0.7 can be
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understood by examining the ratio of their corresponding lifetimes 7(77) /7(T2) = npn(732) /npn(11) =~
8.5. This implies that ReC(¢) for T = 0.7 has a much steeper slope as a function time, which
suppresses the appearance of satellites, as explained in Sec. 3.3.

Remark 17. Once again, we emphasize that the role of the DMFT is to help us decide whether CE
or MA/SCMA gives more accurate results. It is not expected that a simple method like CE could out-
perform the nonperturbative DMFT, which is why some even more sophisticated method (like HEOM)
was not included in the comparison. Furthermore, since the CE is built upon MA (see Eq. (3.7)), the
very use of the CE needed to be justified by showing that it gives more reliable predictions than MA.
Our k = 0 results demonstrate a much greater superiority of the CE (compared to MA) than one could
have initially anticipated. We checked that the same conclusions hold true even for other momenta’
and parameter regimes as well. Since MA gives vastly different results for stronger «, due to clarity, in
the subsequent figures showcasing spectral functions, MA will be mostly omitted® and our discussion
will be mainly focused on comparing the quality of CE and SCMA methods. However, it should be
noted that such a comparison is not completely fair, due to the fact that SCMA uses a self-consistent
loop, while CE is a one-shot method.

3.4.2 Low and Intermediate Temperatures for & # 0

To proceed with the analysis of the CE we want to answer:

¢ Whether the conclusions that we reached for £ = 0 can be carried over to other momenta as
well?

* Does CE continue to be better than SCMA at much higher temperatures?

The first question is answered in Fig. 3.4, where we compare CE and DMFT heat plots. Fig-
ures 3.4(a) and 3.4(b) demonstrate that CE results are quite reminiscent of the DMFT results for
a = 1, even at non-zero momenta. The same conclusion holds for weaker couplings as well. On the
other hand, there are differences between the results for somewhat stronger coupling o = 1.5, as shown
in Figs. 3.4(c) and 3.4(d). While the polaron bands in both of these figures are convex, the CE predicts
the first satellite to be concave, unlike the DMFT. In other words, CE predicts that the distance between
the polaron peak and the satellites decreases, as we increase the momentum. This is counterintuitive,
as the satellites are perceived as the QP that absorbed or emitted a phonon, which should consequently
be just at energy distance wy apart. These limitations of the CE are much more pronounced for stronger
electron-phonon couplings. While the DMFT solution in Figs. 3.4(f) and 3.4(h) exhibits a series of
distinct bands, Figs. 3.4(e) and 3.4(g) demonstrate that the polaron and the satellite bands of the CE
merge into a single band at higher momenta. However, the most noticeable feature here is the fact
that the CE is too smeared, as if the temperature is too high. This is a consequence of the fact that the
lifetime in Eq. (3.45) scales as 73, ~ 1/

While the heat maps reveal noticeable discrepancies between the DMFT and CE for & # 0, it
seems that these differences are much less pronounced around £ = 7. A more detailed comparison is
presented in Fig. 3.5 that shows the results for the same regimes as in Fig. 3.3. The DMFT solution
in Figs. 3.5(a)-3.5(d) shows that the main feature of the spectral function is a single broad peak for
a < 1.5, which is in agreement with the CE results. This is also the case for the SCMA, although we
observe a slight tendency of the main peak to lean toward higher frequencies at higher temperatures.
For larger interaction strengths, CE cannot fully reproduce the sharp peaks at lower frequencies of

"It should be noted that & = 0 results are the most important for the mobility and optical conductivity predictions in
systems with low concentration of charge carriers, which we are interested in. The comparison of mobility predictions of
different methods is shown in Sec. 3 of Part III.

8Some additional MA spectral functions will be showed in Sec. 3.7, while MA quasiparticle properties are briefly
discussed in Sec. 3.5,
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Figure 3.4: Heat maps of Ay(w) for g = 1, Figure 3.5: Spectral functions for t, = 1, wy =
wo = 0.5 and T'" = 0.3. In the left panels, we (.5 and k = 7. In the left panels T = 0.3, while
present CE results, while the DMFT benchmark 7" = (.7 in the right panels.

is presented in the right panel. All plots use the
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the low-temperature spectral function or the fine structure of the main peak at higher temperatures;
see Figs. 3.3(e)-3.3(h). Similarly, CE misses the quasiparticle peak as well, situated at low energy,
although it is typically tiny and not (clearly) visible in Figs. 3.5(a)-3.5(h); see Appendix C in Ref.
[87].

Overall, we find that the CE gives the most accurate results for £ = 0 and &£ = 7 and that it is less
accurate for other momenta. Although it cannot fully reproduce a tiny quasiparticle peak for k = ,
it describes well a wide single-peak structure, which is the most prominent feature of the spectrum.
A much larger discrepancy for £ = 7, between the CE and a reliable benchmark, was reported in
Ref. [116], by examining the system on a finite lattice system with N = 6. However, in Appendix C of
Ref. [87] we examined the same parameter regime as in Ref. [116] and showed that these discrepancies
are significantly reduced in the thermodynamic limit.

3.4.3 Spectral Functions at High Temperatures and Spectral Sum Rules

In Fig. 3.6 we show CE, SCMA, and DMFT spectral functions at high temperatures, for the same
electron-phonon couplings as in Figs. 3.3 and 3.5. We see that CE performs very well, both for £ = 0
and £k = . There are only small discrepancies at stronger interactions (see, e.g., Fig. 3.6(c)). In
contrast, the SCMA solution gets tilted relative to the DMFT and CE. In addition, it poorly reproduces
the low-frequency part of the spectrum. It is not obvious whether the CE method is exact in the high-
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Figure 3.6: High-temperature CE, DMFT, and SCMA spectral functions in 1D for y = 1, wg = 0.5,
and £ =0, 7.

temperature limit 7' — oco. As we now demonstrate, this can be answered by examining the spectral
sum rules

In Sec. 2.4 of Part I we showed how the exact n-th spectral sum rule M,, (k) is calculated in theory,
while the specific expressions for 0 < n < 8 were listed in Sec. 2.3. Let us now calculate the spectral
sum rules within the CE method. To do so, we first define an auxiliary quantity

NCE(K) = /_ h AZ (W + e )w"dw. (3.46)

Using Eq. (3.15), we expand this quantity as follows

NYE (k) = / =W Re / ewtelk® = —Re / dteCk® / dww™e™"
0 0

—00 —00

= —Re/ dte%t) — (i) / dwe™*t = (=9) Re/ dte“<® 275 (1)
™ 0 L dt oo e 0

_ n d\" Cx(t)
= Re [2 (dt) e

If we now go back to Eq. (3.46) and use a substitution w — w — g, we get

R e O 3 (”)wn—w—sk)m

o0 —o0 m=0 m

(3.47)

= MJ®(k Z( ) k)" ME, (k) (3.48)

Moving the term with the sum to the left-hand side, and using Eq. (3.47), we obtain

-l () o]

This can be easily evaluated for arbitrary n using recursion and Eqgs. (3.8) and (3.44). In fact, the
following relation (which follows from Eq. (3.44)) makes this even easier

n

-2 <:L> (—eK) "M E, (k). (3.49)

t=0 m=1

d2+nc«k(t)
dt2+n

1—n n 4t
2 2’ 7(81(—(4}0)2

— g% (npn + 1) [i(ex — wo)]" 2 Fi(

t=0
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5 g aW)? (3.50)

— g°npn [i(ex + wo)]" 2 F1 (

where 5 F} is the hypergeometric function. However, since we are interested in only the first few sum
rules, the general expression in Eq. (3.50) is not necessary.
The first five (0 < n < 4) sum rules read as:

MSE(k) = (3.51a)
MFE(K) = (3.51b)
MSE (k) = (2nph +1)g%, (3.51c¢)
MSE(k) = &} + gPwo + 26° (2npn + ey, (3.51d)
MGE(k) = ef + 20%exwo + ¢° (2npn + 1)(2t3 + 3ep + wp) + 3g* (2npn + 1)% (3.51e)

All of these coincide with the exact sum rules from Eq. (2.15). However, for n = 5, we find that
MFE (k) = M5(k) — 2g* e (2npn + 1)?, (3.52)

where M (k) is the exact result which is given by Eq. (2.15f). Since g*ey(2n,, + 1)? is the leading
order term (with respect to 7°) in the high-temperature limit, we conclude that CE cannot be exact
when T — oo.

Remark 18. 7o make this analysis more complete, we note that the SCMA gives correct sum rules
only for n < 3; see Sec. 2.3.3 or Ref. [72]. On the other hand, we numerically checked that the DMFT
results are in agreement with the sum rules for 0 < n < 8 in Appendix F.

3.4.4 Atomic Limit

The CE and the exact spectral sum rule in Eq. (3.52) coincide when g — 0 or {5 — 0 (which means
that ex, — 0). These correspond to the weak coupling and the atomic limits, respectively. It turns out
that the CE is actually exact in both of these limits. In this section, we prove this for the atomic limit,
while for the weak coupling limit this follows by construction from Egs. (3.1), (3.7) and (2.28) of
Part I.

In the atomic limit (¢, = 0) Eq. (3.43) greatly simplifies, since Jy(2tot) = Jo(0) = 1, so the
cumulant function can be evaluated exactly’

C(t) = a*(—2ny, — 1+ itwy +iD(t)). (3.53)

If we express the phonon propagator i D(t), given below Eq. (3.43), as

iD(t) = 24/ N(N + 1) cos [wo (t + ﬁ)} (3.54)
then the Green’s function in the time domain reads as
Gi(t) = —if(t)e" N+ gient 2o N D cosfen (57 )| (3.55)

To obtain the corresponding spectral function, we first need to do a Fourier transform which would be
straightforward if the last exponential in the above equation was expressed in a plane wave representa-
tion. This can be achieved using the so-called modified Jacobi-Anger identity, which we formulate as
a lemma:

°In the atomic limit there is no k dependence, so we denote the cumulant function as C(t) instead of Cy(t).
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Lemma 1. For arbitrary z,0 € C, it holds that

o

e = " I(z)e™, (3.56)

l=—00
where 1) are the modified Bessel function of the first kind.

Proof. Let us use the Euler representation of cos 6, and the Taylor expansion of the exponential func-
tion

0 —i0 e
zcosh __ e’ +e Lol 1oe—i6 1 zm@ —inb
T E e W 1E I Zm( )
oo 00 1 min
3 e a3
mn:

Using the substitution'® | = m — n, we obtain

pzeost _ Z Z T w( )2"” e =" I(2)e", (3.58)

[=—00 n= 0 P [=—00

—Il(z)

where we recognized a series representation for the modified Bessel function of the first kind [120].
Since the previous expression remains valid for arbitrary 2z and 6, we can use a substitution § — —6
to obtain a slightly more convenient form for us

ZCOS(9 Z I 77,l9. (359)

l=—o00
[

Now, the plane wave representation of the last exponential in Eq. (3.55) is directly obtained using
Eq. (3.59) with 2z = 2a%/N(N + 1) cos [wo (t + ﬁ)] and 0 = wo(t + 57), giving

62(121 /npn (Npn+1) COS[(/JO (t—l—ﬁ)] _ Z Il (2042 nph(nph + 1)) —zlwote oT (360)
l=—00
The spectral function is now directly obtained and reads as
Aw) = e~ @npntD) Z I (2042 Nepn (Npn + 1)) BZ%Q(S(LU + ?wy — lwy). (3.61)
l=—00

In the limit 7" — 0, the terms for [ < 0 are vanishing, while the rest of the expression can be simplified
using

l
o [ Nph +1\?2 !
e = (n—ph) , and [;(z) =~ BTl asx — 0, (3.62)
as follows
I

. (2042 Nph (Tpn + 1)) 1 2
I (202 /npn(npn + 1) ) €3 ~ i T TN LY T 50, (3.63)

QZZ' Nph !

10] goes from —oo to oo
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As aresult, Eq. (3.61) simplifies in the 7" — 0 limit, and we obtain

—a? Z O;_' w + CU[) a? — l)) (3.64)

=0

We see that Eqs.(3.61) and (3.64) coincide with the exact results; see Eqs.(2.29) and (2.21). Therefore,
this completes the proof that CE is exact in the atomic limit. 0

Remark 19. As we already proved in Sec. 2.4.3, the SCMA does not provide good results in the atomic
limit. This is another advantage of the CE method compared to the SCMA.

L@ :
i DMFT
31.0_‘ : — CE
i — = SCMA
3 - ATOMIC
(b P to=0.5
1_5__( ) P 0
- i3 Wo=1
< ¢ - : T=1
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155 (C) i to=0.05

=
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Figure 3.7: CE, DMFT, and SCMA spectral functions close to the atomic limit. Here, we use artificial
Lorentzian broadening with half-width set to n = 0.05.

While the CE is exact in the atomic limit (o = 0), it is not immediately obvious how far from this
limit it continues to give reliable results. This is why we now examine the regimes with small hopping
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parameter t,. Since the lifetime is infinitely large in some of these regimes (see Fig. 3.2), we introduce
artificial attenuation 7 for the Green’s function in real-time by making a replacement G(t) — G(t)e™".
The results are presented in Fig. 3.7. As always, the DMFT represents a reliable benchmark, while the
dotted line is the analytic solution at the atomic limit (¢, = 0), determined by Eq. (3.61), where the
Dirac delta functions have been replaced by Lorentzians of half-width 7. It is used as a measure to see
how far the regime we are examining is from the exact atomic limit. In Fig. 3.7(a), we see that DMFT,
SCMA, and CE spectral functions are in agreement. This regime is quite far from the atomic limit, as
indicated by the dotted line. Figure 3.7(b) shows that the DMFT spectral function already consists of
a series of peaks for ¢, = 0.5, while the CE and SCMA spectral functions are too flattened out. While
the CE solution significantly improved in Fig. 3.7(c), it is still not giving satisfactory results, even
though the DMFT suggests that we are already close to the atomic limit. Only for ¢, < 0.005 does the
CE solution give accurate results; see Fig. 3.7(d). However, this is practically already at the atomic
limit. It is interesting to note that while both the DMFT and the CE are exact in the weak-coupling
and in the atomic limit, their behavior in other regimes can be quite different.

3.5 Quasiparticle Properties

We now investigate the quasiparticle properties obtained from the CE method and compare them
extensively to the results obtained from the DMFT and SCMA. We note that the lifetime within the
CE was already studied in Sec. 3.3.2, so we supplement that study here with the results for the ground
state energy and the effective mass. Here we show the results in one, two, and three dimensions.

3.5.1 Ground State Energy
3.5.1.1 Analytical Results

The polaron band dispersion £,y within the CE is given by the real part of Eq. (3.20), where the
self-energy is taken in the Migdal approximation

E,x = ci + ReXMA(gy). (3.65)

Since we deal with a single electron in the band, the ground state energy £, is given by £, x—g
evaluated at zero temperature. In the one-dimensional case, F, is straightforwardly evaluated using
Eq. (2.23) and reads as follows

2,2
oWy

\/wg + 40.)0750 .

For the expression in higher dimensions, we use Eq. (2.28) which holds in any number of dimensions.
AtT = 0, it reads as

ElD —2ty — (3.66)

Im¥MA (W) = —mawlp(w — wp). (3.67)

The real part of X4 (w), which we are interested in, is obtained using the Kramers-Kronig relation
ReXMA(w) = mawiH|p](w — wo), (3.68)

where H|[p =P f © v S (_") is the Hilbert transform of the density of states p(w) and P is the
Cauchy pr1n01ple value. The evaluation of the Hilbert transform may be reduced to the evaluation of
the Fourier transform JF, using the following identity that we formulate in the form of a lemma

Lemma 2.
FIH[p)(t) = —i sen(t) F ol ). (3.69)
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Proof. Let us first rewrite the Hilbert transform as the following convolution

dv p(v 1 1
Hiplt) =P [ L2 2oy ep (1), (3.70)
Tw—v T w
and apply F ! on both sides. Using the convolution theorem!!, we get
-1 1 1 1 1
FH[p|(w) = %271']: plt) - F P " (1), (3.71)
— L sgn(t)

which proves Eq. (3.69).
O

The right-hand side of Eq. (3.69) is analytically known, since the inverse Fourier transform of the
density of states was already calculated in Eq. (3.42) for the case of the hypercubic lattice with the
nearest neighbor hopping. Hence, H [p](w) can be obtained by applying F on both sides of Eq. (3.69).
If we further take into account that Jy(2¢yt) from Eq. (3.42) is an even function of time, we get

Hlpl(w) = ! /000 dx Jo(2tyr)* sin(zw), (3.72)

T

where d is the number of dimensions. The polaron band dispersion is then directly obtained from
Egs. (3.65), (3.68), and (3.72), and it reads as

E,x = ek + W} / daJo(2tz)? sin (z(ex — wp)) - (3.73)
0

As we already noted, the ground state energy £, is then simply obtained by setting k = 0 in the above
expression. We see that £, is thus a linear function with respect to o, whose intercept is ex—g, while
its slope can be calculated accurately using the numerical scheme described in Appendix B.

In the two-dimensional case, it admits an analytical solution

202w? 4t
E = 44, — 0 K 0 3.74
p 0 7T(4t0 + CUO) (4t0 “+ wp ’ ( )

where K (k) = Oﬂ/ 2d0/\/1 — k2 sin® 0 is the complete elliptic integral of the first kind. In the case
d = 3, the integral in Eq. (3.73) does not admit a closed-form solution and thus requires numerical

calculation.

Remark 20. The polaron band dispersion E, y (and thus the ground state F,) within the DMFT and
SCMA is obtained numerically, as we already explained in Sec. 2.1.

3.5.1.2 Numerical Results

Numerical results are presented in Fig. 3.8. We emphasize once again that the results from Sec. 2.1
demonstrate that DMFT predictions are practically identical to the numerically exact results. Fig-
ure 3.81 shows that the DMFT always gives the lowest ground-state energy predictions, with CE being
the closest approximation to DMFT. Following CE is the SCMA, while MA consistently exhibits
the largest deviation from DMFT. These results readily demonstrate how much improvement to the
one-shot MA is provided by including the self-consistency, and by employing the CE method.

"'Whether factor 27 appears in the convolution theorem or not depends on the convention for the Fourier transform that
we use,
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Figure 3.8: Ground state energies, in the Holstein model, as a function of a2, forto = 1 and 7' = 0.

Furthermore, in the 1D case, we see that CE results for wy = 0.5 start to deviate more significantly
from the DMFT just around o = 2.5. Hence, the range of validity for the CE is similar as for the
spectral functions in Fig. 3.3. The analogous conclusions can also be drawn from wy = 1 data as well.
In contrast, all three methods seem to be in agreement for wy = 0.2 in the whole range of presented
values of a. This is a consequence of the fact that the ground state energy correction is small, as seen
from Egs. (3.66),(3.73) and (3.74) by fixing « and decreasing wy. However, if we fix ¢ = wpa and
then decrease wy, the ground state energy would change substantially (see, e.g., Eq. (3.60)), and the
CE would certainly give poorer results.

Similar trends are observed in higher dimensions as well; see Fig. 3.8ii. We see that CE always
outperforms the SCMA, despite the fact that its predictions of the energy are always a linear function
of a?. We note that it seems that the range of validity of all methods is increased in higher dimensions.
However, one should keep in mind that the hopping parameter is always taken to be unity, which
means that the bandwidth of the 2D and 3D systems are respectively 2 and 3 times larger than their
one-dimensional counterpart. Therefore, the correlation is weaker for a given coupling .

3.5.2 Effective Mass
3.5.2.1 Analytical Results

Around |k| ~ 0, the dispersion E, j assumes the following parabolic form

k2
E,x ~ const + —, (3.75)
’ 2m*

where m* is the effective mass, which we now calculate.
In the 1D case, one obtains the analytical result for the effective mass using Egs. (3.65) and (2.28)
from Part I, giving

m* 1
_ (3.76)
wo)a?,/wg ’
Mol 1= SIS

where mo = 1/(2t,) is the band mass; see Eq. (2.6) and the text below. Results for the higher number
of dimensions are evaluated using Eq. (3.73). As for the ground state energy, the two-dimensional case
admits an analytic solution

*

m 1

- . , (3.77)
2D, T=0 1 2a°wo E( 4Ato )

mo

- 7r(8t0+w0) 4to+wo
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where E(k) = OW/ >d0+/1 — k2sin? 0 is the complete elliptic integral of the second kind. Results in
the d-dimensional case are given by

m* 1

= . (3.78)

m B 2,,24H[p]
Olr=o 1+ mawy=—, w——2dto

In general case, this requires the numerical calculation of the derivative of H[p](w), which for a given
wo and n is just a single number. From Eq. (3.78) we see that m/m* is a linear function of . This
linear behavior has to break down at one point, as mg/m* cannot be negative. This happens for strong
interaction, where the CE is certainly not expected to be reliable.

Remark 21. The mass renormalization within the DMFT and SCMA is calculated numerically, using
Eq. (2.5), as we explained in Sec. 2.1.
3.5.2.2 Numerical Results

Results for the DMFT, CE, and SCMA effective mass, in different parameter regimes and for different
number of dimensions, are presented in Fig. 3.9.

1.0y

wo=0.5
wo=0.2

o
S

fwo=1

*E 0.6.Wo=0.5
E - wo=0.2
0.4r Solid=DMFT
0_2:- (C) 3D Bgfpeedd:SCCEVIA
0 1 2 3 45 6

a?
Figure 3.9: Effective mass results within the DMFT, CE, and SCMA forty, =1 and 7" = 0.
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In the one-dimensional case, we see that the CE always underestimates, while the SCMA overestimates
the results from the DMFT benchmark. Still, CE clearly outperforms the SCMA for wy = 1 and
wo = 0.5, while the results in the vicinity of the adiabatic limit (wy = 0.2) seem to be equally well
(poor) represented by both of these methods.

In the higher-dimensional case, we see that the CE is always a clearly better approximation than
the SCMA, while both of them overestimate the DMFT predictions. As for the ground state energy, we
emphasize again that the hopping parameter was set to 1. As a consequence, the system has a larger
bandwidth in the higher-dimensional case and, therefore, the correlations are weaker.

3.6 2D Spectral Functions

We now examine the CE spectral functions in a two-dimensional Holstein model, on a square lattice,
and compare them to the results from DMFT and SCMA. Results are presented in Fig. 3.10. We note
that in Figs. 3.10(a)-3.10(d), the phonon frequency wy = 0.2 is smaller, in the units of ¢y, than both of
the temperatures (77 = 0.3 and 75 = 0.7) that we are considering. Similarly, the phonon frequency in
Figs. 3.10(1)—(1) is wg = 1, and is hence larger than both 7} = 0.3 and 7, = 0.7. Therefore, we focus

Wo = 0.2 Wo = 0.5 wo=1
305 : : A a=1] [ a=0.75

A(w)

.: 1 1 1 1 P I B B B O..I....I.... P
-5.5-5.0-4.5-4.0-3.5 -5.0 -4.5 —-4.0 -3.5 -5.0 =45 —-4.0 -3.5

w w w
Figure 3.10: Comparison of the CE, DMFT, and SCMA spectral functions in a 2D Holstein model for

k = 0 and ty = 1. The main panels show the results for 77 = 0.3, while the results for 7, = 0.7 are
shown in insets.
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on Figs. 3.10(e)-3.10(h) where T} < wy < T5, while other regimes can be analyzed analogously. We
see that most of the spectral weight is concentrated in a smaller range of frequencies than in the 1D
case; see Figs. 3.3 and 3.10(e)-3.10(h). This is a consequence of the fact that the hopping parameter
is always set to unity, while the 2D bandwidth is twice as large in comparison with the bandwidth in
the 1D system. Regardless, spectral functions from Figs. 3.10(e)-3.10(g) exhibit qualitatively similar
behavior as results for the one-dimensional system in Figs. 3.3(a)-3.3(d). Here, all methods are in
agreement and predict that the quasiparticle peak dominates, while there is only a single tiny satellite
structure that is more pronounced at higher temperatures. However, it seems that the satellites are more
pronounced in the 1D spectral functions. A much more complicated multi-peak structure is predicted
by the DMFT in Fig. 3.9(h), where a large discrepancy can be observed in comparison to the CE and
SCMA results. A better agreement is observed for higher temperatures.

It is interesting to note that while the DMFT frequently gave sharper peaks than other methods in
1D (see Fig. 3.3), here the roles are reversed. This is a consequence of the strong Van Hove singularity
at the bottom of the band of a 1D system, which is highly relevant in our case when the concentration
of electrons is very low. On the other hand, the singularity in the 2D system is weaker and shifted to
the center of the band.

3.7 Supplementary Results in a Wide Range of Parameter Regimes

In previous sections, we presented spectral functions Ay (w) and heat maps for wy = 0.5, and provided
a comprehensive analysis of these results. Without further discussion, here we show a large number
of results for wy = 1, wy = 0.2, as well as some additional results for wy = 0.5, that support our
conclusions.

1. Results for wy = 1:
e Fig. 3.11: A(w) in the weak coupling regime for a wide range of temperatures and mo-
menta.

* Fig. 3.12: A(w) in the weak, intermediate and strong electron-phonon coupling regimes
fork=0and k = 7:

- Fig.3. 12t k=0atT =04and T = 1.
- Fig.3.12i:k=matT =04and T = 1.
- Fig. 3.12iii: k =0,matT =2and T = 5.

* Fig. 3.13: A(w) in the weak, intermediate and strong electron-phonon coupling regimes
fork =n/3 and k = 27/3:

- Fig. 3.13i: T'= 0.4.
- Fig. 3.13ii: T' = 1.
- Fig. 3.13iii: T =2and T = 5.
 Fig. 3.14: Heat maps
- Fig. 3.14i: T = 0.4.
- Fig. 3.14i1: T' = 1.
2. Results for wy = 0.5:
e Fig. 3.13: A(w) in the weak, intermediate, and strong electron-phonon coupling regimes
fork =m/3and k = 27/3:
- Fig. 3.151: T' = 0.3.
- Fig. 3.15ii: T' = 0.7.
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3.7 - Supplementary Results in a Wide Range of Parameter Regimes

- Fig. 3.151ii: T =2and T = 5.
3. Results for wg = 0.2:

* Fig. 3.16: A(w) in the weak, intermediate and strong coupling regimes for k& = 0 and
k=m:
- Fig.3.16i: k =0atT =03and 7' = 0.7.
- Fig. 3.16ii: k =7matT =0.3and 7" = 0.7.
— Fig. 3.16iii: k =0,7atT =2and T' = 5.
* Fig. 3.17: A(w) in the weak, intermediate and strong coupling regimes for £ = /3 and
k=2n/3:
- Fig. 3.171: T' = 0.3.
- Fig. 3.17ii: T'=0.7.
- Fig. 3.17iii: T'=2and T' = 5.
* Fig. 3.18: Heat maps:
- Fig. 3.18i: T'=0.3.
- Fig. 3.18ii: ' = 0.7.
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I 2F
<3

O T
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Figure 3.11: Comparison of CE, DMFT, and SCMA spectral functions in the weak coupling regime,
for a wide range of temperatures. Here {) = wy = 1 and o = 0.5.
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3.7 - Supplementary Results in a Wide Range of Parameter Regimes
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(i) Spectral functions for wg = 1 and k£ = 0. In the (ii) Spectral functions forwg = land k = 7. In

left panels T' = 0.4, while T' = 1 in the right the left panels 7' = 0.4, while 7' = 1 in the
panels. Insets show the integrated spectral weights right panels. Insets show the integrated spectral
Iw) = [ Alw)dw. weights I(w) = [% A(w)dw.

a=0.75

(iii) Spectral functions at higher temperatures for wg = 1 and &k = 0, 7.

Figure 3.12: Comparison of the CE, DMFT, SCMA, and MA spectral functions in 1D for ¢y = wy = 1.
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3.7 - Supplementary Results in a Wide Range of Parameter Regimes
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(i) Spectral functions for wg = 1 and 7" = 0.4. In the
left panels k = 7/3, while k = 27/3 in the right
panels.

(ii) Spectral functions for wy = 1 and 7' = 1. In the
left panels k = 7/3, while k = 27/3 in the right
panels.
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(iii) Spectral functions at higher temperatures for wg = 1 and k = 7/3, 27 /3.

Figure 3.13: Comparison of the CE, DMFT, and SCMA spectral functions in 1D for {, = wy = 1 and
k=m/3,2n/3.
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3.7 - Supplementary Results in a Wide Range of Parameter Regimes

(i) Heat maps for 7' = 0.4. In the left panels, we (ii) Heat maps for T' = 1. In the left panels, we

present CE results, while the DMFT benchmark present CE results, while the DMFT benchmark
is presented in the right panels. All plots use the is presented in the right panels. All plots use
same color coding. the same color coding.

Figure 3.14: Comparison of the CE and DMFT heat maps for ¢y = wy = 1.
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3.7 - Supplementary Results in a Wide Range of Parameter Regimes
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(i) Spectral functions for wg = 0.5and 7" = 0.3.In  (ii) Spectral functions for wg = 0.5 and 7" = 0.7. In

the left panels k = 7/3, while k = 27/3 in the the left panels k& = 7/3, while kK = 27/3 in the
right panels. right panels.
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(iii) Spectral functions at higher temperatures for wg = 0.5 and k = /3,27 /3.

Figure 3.15: Comparison of the CE, DMFT, and SCMA spectral functions in 1D for ¢y = 1, wg = 0.5
and k = /3, 27/3.
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3.7 - Supplementary Results in a Wide Range of Parameter Regimes
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(i) Spectral functions for wg = 0.2 and k£ = 0. In the  (ii) Spectral functions for wg = 0.2 and k = 7. In
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(iii) Spectral functions at higher temperatures for wg = 0.2 and £ = 0, 7.

Figure 3.16: Comparison of the CE, DMFT, SCMA, and MA spectral functions in 1D for ¢y = 1,
wo=0.2,and k = 0, 7.
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3.7 - Supplementary Results in a Wide Range of Parameter Regimes
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(iii) Spectral functions at higher temperatures for wy = 0.2 and k = 7/3, 27 /3.

Figure 3.17: Comparison of the CE, DMFT, and SCMA spectral functions in 1D for ¢y = 1, wg = 0.2
and k = /3, 27/3.
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3.7 - Supplementary Results in a Wide Range of Parameter Regimes
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(i) Heat maps for 7' = 0.3. In the left panels, we (ii) Heat maps for 7' = 0.7. In the left panels, we
present CE results, while the DMFT benchmark present CE results, while the DMFT benchmark
is presented in the right panels. Panels (c)—(h) is presented in the right panels. Panels (c)—(h)
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(b) use different color coding. (b) use different color coding.

Figure 3.18: Comparison of the CE and DMFT heat maps for ¢, = 1 and wy = 0.2.
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Revisiting Linear Response Theory

This chapter does not contain original results. We only give a short overview of the linear response the-
ory, which will be necessary for the calculation of optical conductivity and mobility in the subsequent
chapters. We mostly follow Refs. [54] and [121].

1.1 Brief Overview and Introduction of the Most Important Quan-
tities and Notation

The purpose of this section is to summarize the most general and most important results, giving any
formal proofs, and to establish a notation that will be used henceforth.
Let the total Hamiltonian of our system be

Hiow = H + Hy(t), (1.1)
where H is the Holstein Hamiltonian, defined in Eq. (1.2), while H,(t) is a perturbation of the form
Hy(t) = —A-F(t). (1.2)

Here, A is an observable (operator), while F is a classical field. Although this looks like a quite
restrictive form of perturbation, it actually captures a wide variety of relevant cases, such as the
introduction of electric or magnetic fields.
The change of expectation value (with respect to the case when there is no perturbation) of arbitrary
observable! B, is given by
A(B)(t) = Tt [p(t) B] - Tr [, B, (1.3)

where p(t) is the density matrix that corresponds to the total Hamiltonian, while py = e /Tr [e =7 ]
is the density matrix that corresponds to the Holstein Hamiltonian. To calculate this, we first need to
find the time evolution of the density matrix p(¢). As we will see, it is given by

p(t) = L(t,to)plto), (1.42)

t
L(t,tg) = e " T,exp {—i / dtleitlLOLl(tl)e—iflLO} e'oto, (1.4b)
to

where L( and L, are the Liouville operators, defined by their action on arbitrary operator GG
LyG = [H, G|, (1.5a)
Li()G = [Hi(1), G]. (1.5b)

'If the perturbation corresponds to the introduction of the electric field, and if we take B to be the electric current, then
the conductivity o can be deduced if (B)(t) can be calculated.
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1.2 - Time Evolution of the Density Matrix

Now, the linear response theory is obtained by approximating the time-ordered exponent in Eq. (1.4b)
as a linear function with respect to L. In this case, if we assume that there was no perturbation in the
distant past t — —oo, then A(B)(t) can be written as

= Z/ dt1dpa;(t —t1) Fj(t1), (1.6)
j —00

where
¢pa(t) = 1Tr { B[A(=1), po]} (1.7)

is the so-called response function. In addition, we can also define other important quantities such as:

¢ the relaxation function -

Ppa(t) = lim bpa(ty)e "dty, (1.3)

e—0t t

whose physical interpretation will be clearer in Sec. 1.3.

* the generalized susceptibility xpa(w). It is defined such that the following relation holds in the
Fourier space

ZF w)xBa(w (1.9)

For example, if we take B to be the current operator, A to be the dipole electric moment operator,
and I’ to be the external electric field, then x 54 (w) represents the optical conductivity. It can be
related to the response function as follows

Xpaw) = / Qb a(t)E. (1.10)
0

In the following sections, we will prove all of these relations and show many properties and different
ways to express ¢pa, Ppa, and xpa.

1.2 Time Evolution of the Density Matrix

Here, we want to prove that the time evolution of the density matrix is given by Eq. (1.4). We start
from Eq. (1.4a), defining L(¢,1y) as an evolution operator of the density matrix, and prove that it
can be expressed as in Eq. (1.4b). Equivalently, we can also define £ (t,1,) = e®F0 L(t, ty)e "ok,
and prove that it is given by the time ordered exponential in (1.4b). To do so, let us first construct a
differential equation that £(V)(¢, t,) satisfies by evaluating its first derivative with respect to ¢

LI (t,t) = P05 LoL(t, 1) + eF0L(t, tg)eolo, (1.11)
The quantity ﬁ(t, to) can be rewritten using the Liouville equation as follows

—i(Lo+ La(#) £(t to)plto) = —i(Lo + Li(O)p(t) = () = Lt to)olte),  (1.12)

as it implies that ‘
Lt to) = —i(Lo + L1(t)) L(t, to). (1.13)

Plugging this back into Eq. (1.11), we get

LI (t, 1) = —ie™O Ly (1) L(L, to)eoLo = —j Lo [, (t)e o etLo£(¢ 1,)e o

.

-~

=1 (t,t) :E(B’(t,to)
= —iLy (t, 1)LV (t, o), (1.14)
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1.3 - Linear Response Approach

where we introduced L (¢, ) to make the formulas somewhat simpler. There is also an initial condition
LM (tg,t9) = 1.Itis obvious that this differential equation can also be rewritten as an integral equation

t
LO(ttg) =1—7 / dt Ly (t1, 1) LD (81, to). (1.15)
to
This is now easy to solve using an iterative procedure

t t1
LY (¢, 1) :1—2'/ dty Ly (ty, 1)) {1—2‘/ dtng(tg,tg)E(l)(tg,to)]

to to

t t t1
:1—2/ dtlLl(tl,t1>+(—1)2/ dtl/ dt2L1<t1,t1>L1(t2,t2>
to to to
t t1 th—1
+---+(—¢)“/ dtl/ dtQ---/ dtyLy(ty,t1) ... Li(tp,tn) ... (1.16)
to to to

From the identity

t t1 tn—1
/dtl/ dt2~~~/ dto Lot th) - Lyt t)
to to to

1 t t t .
:—/ dtl/ dtg---/ Aty (L (b1 11) - Lot ta)} (117)
n' to to to

we see that the solution can be written as

t

to

Using the definition £V (¢, ty) = el L(t, to)e~ "0 0, we conclude that

¢
L(t, 1) = e 0T, exp {—z/ dtleitlLoLl(tl)e_itlLo} ettolo. (1.19)

to

which completes the proof. 0

1.3 Linear Response Approach

Equation (1.18) is exact. In the case when the external field is not too strong, this equation can be
approximated as
t
LYt 1) =1 —i/ dt Ly (t1,t1). (1.20)
to
This constitutes the so-called linear response approach.
Let us now deduce the consequences of this approximation if we additionally suppose that the
external field F'(t) is nonzero only for ¢ > t,. Hence,

B ~ _ e PH
p(t < to) = p(to) = po = m- (L.21)

From Eq. (1.19), and the fact that
Lopo =0, (1.22)
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1.3 - Linear Response Approach

we see that within the linear response theory, it follows that

t
pt) = et <1 - Z/ dheitlLOLl(tl)@_itlLO) Po

to

t
= ﬁo — Z/ dtlei(tl_t)LOLl(tl)ﬁo

to

t
(2 Po — Z/ dt,e" D5 [H (1), po]

to

t
o+ / dt, e[ A ol F(t) (1.23)

to

In the second term, L acts only on A since F is not an operator, while py commutes with L,. Hence,
to proceed, it is sufficient to derive the following

i(t1— t)LOA Z LnA

(1.52) . . .
= Z — it = ) Ho, [i(ty = ) Ho, ... [i(ty — 1) Ho, A].. . ]]]
n=0
— eilti=t)Ho g —i(ti—t)Ho

= At — 1), (124)

where we used the Baker—Campbell-Hausdorff identity in the second-to-last line. Plugging this back
into Eq. (1.23) and setting t; — —oo, we finally obtain

t

A(t) = po+1 / At [Alty — 1), ol F (). (1.25)
Hence, the response of arbitrary observable B reads as
t

A(B)(t) = Tr[p(t)B] — Tr [po B] = 2/ dty Tr {[A<t1 - t)>ﬁo]B} E(ty). (1.26)

This can also be rewritten as

A(B)(t) = i/_t dt, ZTr{ (t1 — 1), po] }F}(tl) = Z/_too dtippa,(t —t1)Fj(t1),

(1.27)

where we derived the so-called response function ¢p4(t) as
¢pa(t) = (Te{B[A;(=1), pol} - (1.28)

As we see, the response function illustrates how the system reacts to the external perturbation, but
is independent of the external field F(¢). Nevertheless, we can try out different choices of £'(t) and
see how the system reacts. One possibility is to use constant external field F};(¢) (equal to unity) in
the range ¢ € (—o0, 0) and then suddenly switch it off. In this case, Eq. (1.27), using the substitution
xr =t — t1, implies that

ZZ/OO@AJ.(%) z —t)d Z/ Ppa,(z (1.29)
j 0
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1.4 - Properties of Response and Relaxation Functions

where 0 is the Heaviside step function. This motivates the introduction of a new quantity”

[e.e]

Ppa(t) = lim Ppa,(t1)e "1 dty,

e—0t t

which is called the relaxation function.

1.4 Properties of Response and Relaxation Functions

1.4.1 Properties of ¢4(?)

Cyclic Properties

Using the cyclic property of the trace
Tr{X[Y, Z]} = Te {Z[X, Y]} = Te{Y[Z, X1},

we imminently see that ¢p (%) can be written in a few different ways

dpa(t) = iTr {B[A(—t),00]}
= iTr{oo[B, A(—1)]}
= iTr {A(—t)[o0, B]} .

Furthermore, using the fact that py commutes with H, it follows that
¢pa(t) = iTr {B[A(-1), po]}
=Tr {Be‘“HO [A, ﬁo]e“HO}
= {Tr {"" Be ™" [A, po] }
=iTr {B(t)[A, po]} .

Thus, applying Eq. (1.31) once again we get

dpa(t) =iTr {B(t)[A, o]
= iTr {oo[B(t), A]
= {Tr { Aloo, B(t)]

fu—;

Symmetry Properties

The response function ¢4 (1) satisfies the following properties:

¢pa(t)” = dpal(t),
¢pa(t) = —pap(—t).

These can be proved by using the fact that
o [X,Y]T = —[XT, YT
* AT=Aand B = B
o A(—t)T = A(—t)

2Here, we also include the regularization parameter &.
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1.4 - Properties of Response and Relaxation Functions

Hence, it follows that

¢pa(t)” = (ITr {BIA(—t), po]})" = —iTr {[A(—1), po] BT}
= 1Tr {B[A(—t), po]} = ¢pa(?), (1.36)

and
(1.34¢)

dpa(t) "2 iTr {Alpo, B()]} = —iTe {AB(1), po]} = —dan(—). (1.37)

Furthermore, the so-called Onsager relation trivially follows from the time-reversal symmetry

OBa(t) = cacpdap(t). (1.38)

Here €4 and e are the parity signs of observables A and B with respect to time reversal.

Consequences of the Kubo Identity

As a consequence of Egs. (E.2) and (E.4), the response function can also be written as®

Sa(t) = (AB(1)o = —(B(t)A)o = ~(AB(1))o, (139)
where the quantities with a tilde are defined as
G = Gliv, = 0) = /Oﬂ drG(—iT). (1.40)
The first equality in Eq. (1.39) is proven as follows
oma(t) 2V T {B)[A, )} 2 T {BOpAL = T {AB®)s b = (AB(1)e.  (141)
The second one is completely analogous
Opat) 20 —iT{A[B@), o} = T { B Am | = —(B(®H)Ao., (1.42)

while the third one is derived as a consequence of the second one

dpa(t) = —(B(t)A)o. =’ —(AB(1))o. (1.43)

1.4.2 Properties of (1)

Basic Properties

From the definition of the relaxation function in Eq. (1.30) we can immediately see that it satisfies

Jim @pa(t) =0, (1.44a)
Dpa(t) = —ppa(t)e . (1.44b)

Furthermore, starting from Eq. (1.30), ®p4(t) can also be expressed as

Dpa(t) = / h dtrdpa(ty)e = 2 / b dt (AB(t))ge . (1.45)
t

t

Using the partial integration with u = e~"" and dv = (AB(t)),, we obtain

®pat) = (AB(1))o. (1.46)
3The expectation value is defined as (G)o = Tr[poG].
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Symmetry Properties

The relaxation function ¢p 4 (t) satisfies the following properties:

Dpa(l) = Dpall), (1.47a)
Ppa(—t) = Pap(t). (1.47b)

The first one of these is a direct consequence of Eq. (1.35a), and the definition of relaxation func-
tion (1.30). The second one can be proved as follows

Opa(—t) "= (AB(~t))o = (A(t)B)o = (BA())o "= @pa(t). (1.48)

In addition, () also satisfies the Onsager relation, as a consequence of time-inversion symmetry

CI)BA(t) :€A€B(I)A3(t), (149)

where €4 and € are the parity signs of observables A and B with respect to time-reversal.

Fourier Properties

There is a direct consequence of these symmetry properties on ® 5 4(w) in the Fourier space

CI)BA((,U) = (PAB(W)*. (150)

This is easily proved as follows:

qDBA(w) :/ eiwtqDBA(t) t%:t/ e—iwt(I)BA<_t) (1.4:7b)/ G_iwtCI)AB(t)

:{ / ewt@AB(t)] B pw) (151)

1.5 Generalized Susceptibility

Definition and Relation to Response Function

Using the substitution x =t — ¢; in Eq. (1.27)

Z/ dzgpa, (2)Fj(t — x) Z/ dal(x)ppa, (x)Fy(t — ), (1.52)

and performing a Fourier transform on this convolution integral, leads us to

ZF w)xBa, (1.53)

where X 4, (w) is the generalized susceptibility, which reads as

XBa, (W) = / dte™ 0(t)ppa,(t) = /0 dte™ pa,(1). (1.54)

[ee]
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1.5 - Generalized Susceptibility

Properties of y54(w)

The susceptibility yp4(w) satisfies the following properties:

xBaA(W)* = xBa(—w), (1.55a)
oaw) = Dpalt = 0) + iw / 4D s (), (1.55b)

0
XBalw =0)=®pa(t =0) = (AB)y = (BA),. (1.55¢)

The first one of these is easily proved

Yaa(w)* 2 [ / dtei”%BA(t)] (139 / dte ™' dpa(t) = ypa(—w). (1.56)

0 0

Equation (1.55b) is proved by introducing the regularization parameter in Eq. (1.54)

XBa(w) = / dtopa(t)e™' =, (1.57)
0

and using the partial integration with u = €™ and dv = ¢pa(t)e ', Since v = —DPp4(t), as a
consequence of Eq. (1.44b), we obtain

iwt

xBa(w) = —Ppa(t)e

Zo+iw / dt® ()™ "EY D g, (0) + iw / dtDpa(t)e™, (1.58)
0 0

which completes the proof. Before we proceed with our proof, let us note that the quantity

Coaw) = / 1D ()t 2D XBa(W) | BA( ) (550 XBa(W) XBA(w )7 (1.59)
0 iw iw

is often called the reduced susceptibility.
The only thing that remains is to show that Eq. (1.55¢) is valid. This can be done as follows

xaa(w=0)"Z" 4t =0) "2 (AB(t = 0))o = (AB)y = (BA),. (1.60)
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Optical Conductivity from Linear Response Theory

Here, we will consider one of the applications of the formalism that we introduced in the last chapter.
This chapter is also a review, and it does not contain original results. We again follow Refs. [54] and
[121].

2.1 Basic Definitions

The most important application of linear response theory for us is the ability to calculate optical
conductivity. To accomplish this, Ohm’s law

(Ja)(w) = Zga'y(w)Ev(w) 2.1)

tells us that we should introduce the electric field E. (w) and examine the response of the current
density operator' (j,)(w). Theoretically, in order to incorporate the electric field, we need to add a
perturbation to the Holstein Hamiltonian of the form

Hy(t) = —P- E(t), (2.2)

where P is the electric dipole moment. This has the same form as Eq. (1.2), if we set A=P
and F(t) = E(t). Hence, we can use all the results from the previous chapter. In particular, since
the conductivity is a generalized susceptibility (see Eq. (1.53)), we can immediately deduce many
different ways to express it

assy [ a3 [ S
) =) 2 [0, 02 [ e P

@y / dte™ (j,ja(t))o "=V / dte™'®;, ;. (t). 2:3)
0 0

One immediate consequence of the previous line and the Onsager relation in Eq. (1.49) is the well-
known fact that the conductivity tensor is symmetric o,,(w) = 0,,(w), but it can also be used in
conjunction with Eq. (1.59) to derive the following relation

1w

) (2.4)

Tan(W) =

The susceptibility X i (w) from the last line can be connected to the current-current correlation
oy
function as follows

Xy (@) (@4)/ dwjm(w)eiwt <13:4b>l./ dte™ ([ja(t), 3 ])o. 2.5)
0 0

'Indices o and +y denote the components of vectors and tensors.
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2.2 - Different Ways to Relate Optical Conductivity and Current-Current Correlation Functions

2.2 Different Ways to Relate Optical Conductivity and Current-
Current Correlation Functions

In the previous section, Egs. (2.4) and (2.5) demonstrated how the optical conductivity can be related
to the current-current correlation function. Here, we will show some various additional ways how this
can be done. We note that we will here be focusing on the real part of the optical conductivity. This
will be very helpful for our subsequent numerical implementations.

2.2.1 Expressions on a Real-Frequency Axis

Let us start from the result that we already obtained in Eq. (2.4). As a consequence of Eq. (1.55a),
X (w=0) /(iw) is purely imaginary. Hence
aJy

X j, (@ )) es V

W w

Reo,,(w) =V -Re ( —Re /0 h dte™ ([ja(t), j4])o- (2.6)

Remark 22. As a consequence of Eq. (1.55a), we see that Re Xju; (w) is symmetric while Tm Xju;s (w)
ajy ajy

is antisymmetric function of w. Hence, Re 0, (w) is a symmetric function of w, as seen from the
expression above.

Another interesting expression for Re 0, (w) can be derived by taking the real part of both
sides of Eq. (2.3). The relaxation function ®;_; () is an even, real function, as a consequence of
Egs. (1.47a), (1.47b), and (1.49). Hence, Re affects only the exponential term ¢!, which as a result
also becomes real and even function. Hence

174 46V it
Reou () = yRe [ diea, (02 TRe [~ are (7,70
174 o B
— ERG/ dteWt/ dr (7, (—i7)ja(t))o
- 0

B

:KRe / dte [ dr (G, (=it — t)ja)o
— 0

Vi p * dw! o
E7) v / det [ dr / W T, o (e )
0
V

o0

— e e

2w J’y]a

v
ReJMa() — = (w)e (2.7)

Using the inverse Fourier transform of Eq. (E.9) leads us to
- e*ﬁw > iwt / - .
Re ooy (w) = VTRe dte™ (o (t)j)o- (2.8)
Analogously, if we returned to Eq. (2.7), and used Eq. (E.8), we would obtain:

Reoy (w) =V

1 o ,
Re / dte™ (. ju(6))o. 2.9)

w

Remark 23. 1. Since we already proved that conductivity is a Ssymmetric tensor 0o = 0~q, this
implies that we can interchange o <> vy in both Egs. (2.8) and (2.9).

2. Due to invariance under time translations we can use (jo(t)j4)o = (JaJy(—t))o and (jja(t))o =
(4y(=t)ja)o in both Egs. (2.8) and (2.9).
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2.2 - Different Ways to Relate Optical Conductivity and Current-Current Correlation Functions

3. Due to time-reversal symmetry, it holds that (jo(t)j,)0 = (ja(—1)Js)i- Hence, using the substi-
tution t — —t, we get

/_ N dte’™ (jo(t)jy)o = / N dte™™ (o (—1)jy)o = { /_ h dte™ (ja ()]0 *, (2.10)

o0 —00 [e.9]

we see that the expression in the previous line is real. This is the same integral, as in Eq. (2.9).
Therefore, we do not need Re on the right-hand side of Eq. (2.9), and we can remove it. An
analogous result holds also for Eq. (2.8). As a result, we obtain

=N

Reogy(w) =V 50 / dte™ (G (t)j+)0, (2.11a)
eﬁw_l = wt /o

Re 0oy (w) =V —- dte™ (j,ja(t))o- (2.11b)

A more symmetric expression for Re 0, (w) can be obtained as follows

Re 0oy (w) ey, 1= e / " dte [(Ja()d3)0 + (vda(t))o]

2w o

1—ePw oo
—V—/ dtemgvja(t)}o

2w -
Qb , 1 —e P oo _ o 1 _ =B
=V /_ ) dte t[<ya(t)y»y>o+<ma(t)>o]—eﬁw—_lReaM(w), (2.12)
giving
tanh (22 o0 , ‘ ‘ o
Re“av(”)zv—gu(}?) / die™" [(ja(t)j)o + (Grda(t))o] - (2.13)

Furthermore, the terms in the square brackets are complex conjugates of each other. Therefore:

By oo

Re 0 () = vw / dte“ Re G (£)].)o (2.142)
Pw 00

_ vw / dt cos(wt)Re (ju ()] o. (2.14b)

Some further insight can be gained by inspecting the spectral representation of the current-current
correlation function (see Appendix E)
o0

€8 [ v €D —gw [ ivts . e iy ot
D)2 [ Gy 0002 5 [ g0 = [ g, (<00 @19

where we, in the last equality, used the invariance under time reversal. If we now use a substitution
t — —t, we get

Jjojr (W) =€ 7T 5 (—w). (2.16)

This is just one of the possible formulations of the fluctuation-dissipation theorem. It enables us to
derive yet another form for the optical conductivity

Bw oo Bw
@b €7 —1 it . €7 . e’ —1
Reou ) “2VE—S [ aie oo, v

2w . 2w

Jjja (W)
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S i)~ ] = g [ e o e )] @17

2w .

Using now the invariance under time reversal and substitution ¢ — —? in the first term, we obtain

wamzlfWMWMWM4mmw. 2.18)

2w J_

Let us note that although there is w in the denominator, the DC conductivity can nevertheless be
calculated directly using Eq. (2.11a) and the fact that lim,, ,o(1 — e=?¥)/w = 3

Reoay(w =0) = g/ dt(ja(t)j)o- (2.19)

Up to now, we only showed how to calculate the conductivity from the current-current correlation
function. However, we can also perform the calculation in the opposite direction. Using the inverse
Fourier transform in Eq. (2.11a), we obtain

. ) < dw 2w
Gatiho = | e R (). 220

2.2.2 Expressions on the Imaginary Axis

Using the substitution ¢ = —i7 in Eq. (2.20), we get the current-current correlation function in
imaginary time
o < dw . 2w
(Ja(=1T)jy)0 = /_Oo v v e —— Re o4y (w). (2.21)

The Fourier transform to Matsubara frequency space can also be easily carried out

N * dw 2w
(Ja(ivn)jy)o = /wﬁm

CE
Reoow(w)/ dre™Te T
0

_ / T Y o W) (2.220)

o TV w—1v,

0
* dw  w? _ * dw W
= /;oo W&ﬂ——}y%Re O'afy(W) +% o2 L 1/?% s (222b)

where we used that the second term in the last line is zero because the subintegral function is odd with
respect to w. Therefore

© dw Ww?

2 4 2
o TV w2 4+ 12

Galiva)io = |

Reoqy(w). (2.23)

At the end of this section, we present another important identity

oo g, Imy. . o0
i) = [ T[T o Regnl) i | 0o

oo T W — iy, o TV w—iy,

The first equality is trivial, as the right-hand side is simply the Hilbert transform. The second equality
is a direct consequence of

. o it srs . 6 W
Imy;, ; (W) = Re /0 dte™ ([fa(t), j,))0 = vReaay(w). (2.25)

The third equality is trivial, as seen from Eq. (2.22a).
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2.3 Optical Sum Rule

2.3.1 Optical Sum Rule in General

The previous sections demonstrated how the optical conductivity can be expressed using the current-
current correlation functions. However, the calculation of both the current-current correlation functions
and optical conductivity in practice can be very complex. This is why it is very important to have some
results that can be used to crosscheck that our numerical implementation is in fact stable. One such
result is the optical sum rule which states that the area under the curve Reo,, (w) is exactly determined.
In the following text, we derive the optical sum rule

> 2.18 Cdw [0t o
/ dRe0 o (w) 29 V / & / At [(Ga (1) o — Uaja(E))o] (2.26)
Let us now expand the right-hand side using the Lehmann spectral representation as follows

OO P dw [ it 1 —BH iHt : q —iHt :
/_ dwReo o (w) = V/_OO%/_OO dte z; {(n\e e jale™  juln)

o0

- (n|e*5Hjaﬂethjae*thyn)}, 2.27)

where |n) is the energy basis, while 1 is an identity operator which we express as 1 = > |m)(m)|.

Hence

> 4 Fodw [ it BE. Bt Bty | ;
[ wReraa) =53 [ 55 [ e ety o)

o0

m

V > dCL) & . _ — i . .
ZZ / % / dtetePFn e Ent giBml (|5 \m)(m|jaln). (2.28)

In the bottom line, we switch n <+ m and obtain

[e.9]

00 V fe'e) dw . ~ - i B y
/ dwReo 0 (w) = EZ/ %|(nlja|m>|2 (PP — ¢ ﬁEm)/ dtei(Bn—Bm+w)t

o0 —00
)

= g
_ %2/ e nljalm)? (e 5 — e5n) 25 (Ey — Ep + )

TV ) B 3 1
= 2 D [nljalm)? (77 — e %Em) (2.29)

The matrix element can be rewritten using the definition of the current density operator in Eq. (C.29)
as follows

V(njalm) = —i(n|[Pa, H|m) = —i(n|PaH — HPW|m) = —i(Ep — Eo){{n|Palm),  (2.30)

where P is the polarization operator. Plugging this back into Eq. (2.29), we get

/00 dwReo 4 (w) :_7” Z(n|Pa|m><m|ja|n> (e7PFn — e=Fbm)

o0

—m _ .
=S e IR Y ) (mljaln)
s _BE,, .
+ 7 2 e mlia 3 o) ol e
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== G e il + 23S nliaPal) @3
Therefore, we obtain
/ dwReo 4o (W) = =17 ([Pha, jal)o- (2.32)

2.3.2 Optical Sum Rule for the Holstien Model

In the Holstein model, the polarization operator commutes with the interacting part of the Hamiltonian,
so the current density operator is given by Eq. (C.37). Hence, the optical sum rule can be written as

> t t
/ dwReo 40 (w) = 077 Z 0aT2a < [CLCQ, cilﬂscrl} >0 = 077 Z 5icl+5cr (2.33)
o ri,re,0 r,0

In the case of a 1D Holstein model, we can substitute 62 — 1 and use the fact that the kinetic part of
the Hamiltonian can be written as in Eq. (C.35), to obtain

/ dwReo o (w) = _%<Hkin>0 = 2/ dwReo o (w). (2.34)
oo 0

2.4 Diagrammatic Approach to Optical Conductivity

2.4.1 General Theory

Up to now, we have not taken into account the q dependence of the optical conductivity. This general-
ization to arbitrary q is actually quite straightforward [1]

X (Qw) =X (qw=0
e e —— @

where Xjuj (q,w) 1s given by

Xjoj, (A w) = XG5 (@, 0 = w +i07), (2.36a)
L
Xjo Qs i) = / dre "= (T7j%(q, =i7)j"(=a,0)). (2.36b)
0
Remark 24. 1. A well-known result from many-body physics is that analytic continuation v, —

w + 107" of the time-ordered correlation function in the Matsubara space gives retarded correla-
tion function in real frequency space. Hence, we see that Egs. (2.36) and (2.5) are completely
analogous to each other.

2. We included the volume V' from Eq. (2.4) into the definition of Xju;j (q,w). This way, some
aJy
equations will be a bit simpler, but most importantly the Feynman rules for the diagrammatic
expansion of Xjoi (q, w) will be the same as we formulated in Sec. 2.1.
aJy

3. Since we set the volume of the unit cell to be unity, we can interchange V <> N.

4. One might wonder how does N appear in the denominator of Eq. (2.36b), if we absorbed V
from Eq. (2.4) into the definition of Xjo;j (q,w)- The reason for this is that j(q = 0) and the

current density operator that we used in Secs. 2.1 and 2.2 are related as j(q = 0) = Nj.
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(a)
(d) (e)
e o o
Figure 2.1: Feynman diagrams for x; ; (q,w)-
aJy

Although we are mainly interested in the optical conductivity, the diagrammatic expansion is most
easily formulated for Xjajv(q7 w). The first few diagrams are shown in Fig. 2.1. These are calculated
using the Feynman rules we provided in Sec. 2.1, with an additional rule that the empty circles at the
beginning and the end of the diagrams represent the free vertex v, (p + q, p); see Fig. 2.2.

S

Figure 2.2: Feynman diagram for the free vertex v,(p + q, p)

The exact mathematical form of this quantity depends on the definition of the current density
operator. It is different for the system in the continuum and on a lattice. Furthermore, even on a lattice,
there is freedom to choose between different, but physically equivalent, expressions for the current
density operator. All of these are derived in Appendix C.

Let us now go back to Fig. 2.1 to introduce some useful terminology and provide a physical inter-
pretation that will enable us to intuitively understand the significance of certain diagrams. The diagram
in Fig. 2.1(a) is the so-called bubble term, while everything else represents the vertex corrections [1].
The bubble term represents the independent propagation of the electron-hole pair. Both the electron
and hole are dressed, as seen from the fact that we use the interacting Green’s function in Fig. 2.1(a),
but the interaction between them is completely neglected. These are included in higher order terms,
such as in Fig. 2.1(b). Actually, there is a whole class of terms analogous to Fig. 2.1(b) known as
the ladder diagrams. The next term in this class is shown in Fig. 2.1(e), while all the other terms
are obtained by adding vertical phonon lines that connect particle and hole propagators. In systems,
such as ours, with a low density of charge carriers, it is often expected that these diagrams will give
dominant contributions. This is intuitively clear, as the scarcity of charge carriers causes the electron’s
repeated interactions with the same hole. There are also other classes of diagrams. One example is
shown in Fig. 2.1(c), while its higher-order counterparts are obtained by adding additional phonon
lines and fermion bubbles in a cascade. Actually, it turns out that this entire class of diagrams can be
neglected in the long wavelength limit, on quite general grounds. This will be proved in Chapter 5.

The sum of all these diagrams, excluding the bubble term, is known as the vertex corrections. A
reliable estimate of the vertex corrections is known to be a notoriously difficult task. In fact, their
contribution in most systems is largely unknown. One of the goals of this thesis is to investigate the
contribution of vertex corrections in one particular system - the Holstein model. This will be postponed
until Chapters 5 and 6. Here, we only briefly overview some aspects of the diagrammatic approach.

The Feynman diagrams from Fig. 2.1 can also be written symbolically as in Fig. 2.3, where the
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Figure 2.3: Alternative way to write Feynman diagrams for y*”

shaded part represents the so-called renormalized vertex function ', (p, iv,, p + q, iV, +iv,y,). Using
this new quantity, x; . (q,w) can now be written as
aJy

1 o
Xiog, (@) =~ 5 > [%(p +q,P)G(P + q, it + V)

P,iVm

x T (P, itn, P + Q it + i) G(D, z'ym)] . (2.37)

Equation (2.37) can also be taken as a definition of the renormalized vertex ['”. We see that renor-
malized vertex I'" now fully takes into account both the bubble part and the vertex corrections. Thus,
finding I'” and interacting Green’s functions is sufficient the calculation of the current-current correla-
tion function (i.e. optical conductivity), and hence represents the central quantity of our study.

Although it looks that introduction of I'” was unnecessary, the renormalized vertex function will
enable us to easily formulate the so-called Ward identities. These identities are actually restrictions on
the I',, imposed by the law of conservation of electric charge. We will see that the Ward identity will
enable us to acquire a deeper understanding of the significance of vertex corrections.

2.4.2 Bubble Approximation

The bubble term is completely determined by the one-particle properties of Green’s functions. Here,
we show how this term is calculated if the spectral function is known.
Restricting ourselves to the g = 0 component, the direct application of Feynman rules imply that

k, wy,+iwy,

1 ) ) .
Xjaja(q =0,iVy,) = = _N_ﬁ Z Vo G (1, + iy, ) G 1wy, ) U, (2.38)

k,iwn,
k, iwy,
where vy, 1s the a-th component of the velocity v, = Vek. Using the spectral representation of the
Green’s function - Al
Gi(iw,) = / ot ) (2.39)

,7
R

we see that x;  (q = 0,11, can be written as

1 o o0
X (d=0,ivy,) = ~¥3 § :v,%a/ do// dw" Ay (W) A (w")
K ) )

1 1
. (240
sziwn—w’iwn—i-ium—w” (240)
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The sum over Matsubara frequencies is standardly calculated as

% Z F(iw,) = Z Res|[f(2)F(2)], (2.41)

iwn poles of F(z)

where f(z) is the Fermi-Dirac function

1
= . 242
Plugging this back into Eq. (2.40), we obtain
1 oo o
Xjoju(a=0,ivp) = N Zv,%a / dw'/ dw" Ay (W) Ag (w")
k — 0o —0o0
/ no__;
[T I ) | g
W=y, — W W =W =y,
The second term in the square brackets can be simplified
" . 1 1 "
fWw" —ivy) = fw"), (2.44)

eﬁ(w”*i'jm) +1 - e[jw// +1 =

since v, is the bosonic Matsubara frequency. Now, Eq. (2.43), after analytic continuation iv,, —
w + 10T, becomes

1 > / > " !/ 1
X (a=0,w) = N E up. / dw / dw" Ay (W) Ax (W)
K —00 —00

y Lu fW) B fW")

2.45
F— W'+ w+i0t W —w w10t ( )

For the calculation of Reo,,, we only need the imaginary part of Xjaja(q = 0,w), as implied by
Eq. (2.6). The easiest way to calculate this is to use the Plemelj-Sokhotski theorem
1 1

- ! 1
T ot P re MW Wt w), (2.46)

from which we obtain

Gula=0w) = 230k, [ [ e ade
K —00 —o0
X (f(W) = fw))o(w —" +w). (2.47)

Hence, using Eq. 2.6, we finally obtain

J) = +w)

w

(2.48)

Redna(q =0,w) = % Z v / dw' Ay (W) A (W' + w)
k —0oQ

In our calculations, we normalize the optical conductivity to the concentration of charge carriers n.

o) = Regua(@=0.0) 5 D th, [ el Al Al o) I
T & S S e i) ()

(2.49)

As explained in Sec. 2.1 of Part I, at the end of this calculation we need to substitute Ay (w') —
Ag(w’' + [1) and take the limit i — —oo, in order to make a connection between the calculation that
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2.5 - DMFT Optical Conductivity in the limit d — co

we performed in the grand canonical ensemble, and the formalism where there is only a single electron
in the band. In conjunction, we shift the variable that we integrate over w’ — w’ — [i and obtain

o 02 [ dw' A (W) Ar (W + w fW' =)= fw'+w—fi)
NZk kaf_oo k( ) k( ) w ‘ (2.50)

Hoa(w) = lim S [P dw AW (o — )

In this limit, it holds that f(v — ji) =~ e #*eP. The factors " in the denominator and numerator
cancel out, and we finally obtain

) - "2k, S22 dw! A (') Ao + w) e 051)
ool o o A A e | |

In the limit w — 0, this quantity is known as the (charge) mobility p

i (o) = TP 2V e A Al e
= e = T T Ay

This is a very important physical quantity, and we will be calculating it in the Holstein model.

(2.52)

Remark 25. We will be calculating mobility and optical conductivity only for the 1D Holstein model.
In that case vy, = dey/dk = 2t sin k.

2.5 DMFT Optical Conductivity in the limit d — oo

In our numerical applications, we will be calculating optical conductivity and mobility within the
cumulant expansion method, DMFT, SCMA, and some methods that we will introduce later on in the
thesis. For each of these methods, we can calculate the optical conductivity in the bubble approxi-
mation, using the formulas we derived in Sec. (2.4.2). However, those results would be incomplete
without the full knowledge of the significance of the vertex corrections. Originally, in the case of the
DMEFT, this was answered by Khurana [122], and we review his work in this section.

In Chapter 1, we explained that the DMFT equations are formally derived in the limit of an infinite
number of dimensions d — oo (in which case they are exact), but they can also be applied in the
finite-dimensional case, in which case they only give an approximate solution. In the same manner,
here we start by analyzing the DMFT optical conductivity in the limit d — oo. For this, it is useful
to use the diagrammatic approach from Sec. 2.4. Although Fig. 2.3 shows a compact way in which
the entire diagrammatic expansion can be represented, our present analysis requires separating the
contribution of the bubble term from the vertex corrections.

PRSI . b

Z 77 77
= + + A BRAAY + oo
@ 2/ %Y

SN
AR
N

N\

Figure 2.4: Another alternative way to write Feynman diagrams for y*”

This is what we do in Fig. 2.4. In the top line, we introduced the two-particle vertex function A,
which completely takes into account the contribution of the vertex corrections. On the other hand, the
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2.5 - DMFT Optical Conductivity in the limit d — co

bottom line introduced the irreducible two-particle vertex function A which plays the same role as
the self-energy in the diagrammatic expansion of the Green’s function. It has a property that it cannot
be split into two pieces by cutting any two fermion lines. Otherwise, there would be overcounting of
the diagrams. Hence, there are at least three distinct fermion paths between any two vertices. Thus, in
a complete analogy to the analysis that we conducted in Sec. 1.4, we see that the irreducible vertex
function A has to be diagonal in real-space representation, due to the scaling laws of the Green’s
functions in the limit d — co. As a consequence, A is momentum-independent in the Fourier space.

Remark 26. The conclusion that A has at least three distinct paths between any two vertices is true
only if we regard A to be a part of the X ;; correlation function, as shown in Fig. 2.4. Stated differently,
this is only true if we regard all vertices of A to be internal. This is sufficient for our analysis. However,
it should be noted that this property is not necessarily satisfied if we consider \ to be an independent
diagram. One such example is illustrated in Fig. 2.5. Therefore, even though A by itself can have
momentum dependence, only its local components give a nonvanishing contribution to the x ;.

Figure 2.5: An example of an irreducible two-particle vertex function A.

The fact that A is a momentum-independent quantity has a direct consequence on the vertex
corrections for q = 0 Fourier component of the optical conductivity, as we now demonstrate. The
Feynman rules for any one of the vertex correction terms for x; i (q = 0,1iv,) read as

aJy

k .o

7 /7, :
% % <Y v Gulive Fiw)Giliw) x . =0 (253
K /4 A e K,iwn 444 function of k even fur:c?ion of k independent of k

Hence, we conclude that the vertex corrections vanish in the limit d — oo for q = 0. Only the bubble
term remains in this limit, since it has two vertices with the same momentum, giving vi, which is an
even function k. This is why the reasoning that we used in Eq. (2.53) does not work for the bubble
term.
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Numerical Results for the Mobility:
Comparison Between Different Methods

In the previous chapter, we defined the charge mobility! as the DC conductivity, normalized to the

concentration of charge carriers” n,., i.e.

UDC

W= . (3.1)
Te

we already emphasized that this quantity, although being routinely measured in experiments, is tremen-
dously hard to calculate theoretically. Here, we examine the mobility in the 1D Holstein model, within
the DMFT, CE, SCMA, and MA, using the bubble approximation we reviewed in the previous chapter.

The results that we present are a product of our original work that was published in Ref. [87].

Remark 27. In Sec. 2.5, we showed that there are no vertex corrections within the DMFT. Furthermore,
in Chapter 5, we demonstrate that the vertex corrections are also vanishing within MA and SCMA, as
well. However, all of these methods are approximate and they do not imply that the vertex corrections
are absent in the exact solution. In fact, this question will be discussed in detail in Chapter 6.

3.1 Technical Details

In terms of the spectral functions, the charge mobility in the bubble approximation can be expressed
as in Eq. (2.52). In our case, the dispersion is ¢, = —2t; cos k, so Eq. (2.52) becomes

A2, [2 dvAy(v)?e /T sin® k
- 2o o v AR(v)e T ’

where the momenta k take the values k; = —m + % for: = 0,1,2,... N — 1. However, we are
interested in the results in the thermodynamic limit, which correspond to N — oc. This is usually
obtained by evaluating Eq. (3.2) for some finite N, which is then increased until the results fully
converge.

Applying this within the DMFT, SCMA or MA is not numerically expensive, since the self-energy
is local. For a given set of parameters (wo, g, 7") we just need to calculate the self-energy once, and
then the spectral functions for different values of momenta are obtained as

(3.2)

1 1
A =——1 .
() e e — S(w)

(3.3)

"'We often abbreviate the name, and simply call it the mobility.
This quantity should also be normalized to the unit charge e, but we already set this to unity.
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3.2 - Results

Therefore, once the self-energy is known, there are no numerically demanding calculations, and a very
large number of k-points can be used to ensure the convergence of results. On the other hand, the
processing time required for the calculation of 1 within the CE method rises linearly with the number
of k-points we sum over. This is a consequence of the fact that the CE self-energy is not necessarily
local. In practice, for every parameter regime the CE was applied to, we checked that N = 64 was
large enough to be representative of the thermodynamic limit. This was also crosschecked using the
DMFT.

However, the convergence with respect to the number of k£ points was not the only numerical
challenge that was raised. In particular, the term e~*/” in Eq. (3.2) introduces numerical instabilities,
as even a small numerical noise of A,(v) at v < —1 will be inflated and give an enormous overall
error in the mobility. This is why the integrals in Eq. (3.2) require introducing some kind of negative
frequency cutoff f fooo — f fj\ We always check that the mobility results converge with respect to A.
We note that this has to be done in all the methods (DMFT, SCMA, MA, and CE) we use. However,
in the case of DMFT, SCMA, and MA, this is easily done due to the high numerical accuracy of our
numerical implementations. On the other hand, the convergence with respect to A is much harder to
achieve within the CE, as the Green’s functions are initially calculated in the time-domain and require
the use of numerical Fourier transform, which can introduce additional numerical errors. To overcome
this, we have implemented a well-known interpolation scheme [123] in order to increase the precision
of the Fourier transform. This is explained in detail in Appendix A. Nevertheless, there is still some
numerical noise in the regimes of low temperatures and strong interactions which prevented us from
precisely calculating the mobility in these cases. We note that we will only show the data where an
accurate calculation was possible.

Remark 28. Other than introducing numerical instabilities, there are also some important conse-
quences of the exponential term e /" in Eq. (3.2). This term, despite the factor sin® k in the numer-
ator of Eq. (3.2), implies that the largest contribution to the mobility most commonly comes from
the spectral functions around the bottom of the band (k ~ 0), as they are typically situated at lower
frequencies with respect to their higher momentum counterparts. This is actually promising for the
CE, as we have seen that the spectral function predictions of this method are more reliable for k ~ 0
than for 0 < k < m.

3.2 Results

In Fig. 3.11, we present the DMFT, CE, and SCMA numerical results for the temperature dependence
of the charge mobility in the bubble approximation. We also show the MA results in Fig. 3.1ii, but
these will be only briefly discussed.

Very Weak Couplings

For very weak electron-phonon coupling, all methods are in agreement; see Fig. 3.1 for o < 0.25.
In this case, the electron-phonon scattering is weak, which is why the quasiparticle lifetime 7 is
long, and the linear time dependence dominates in the cumulant function. This last claim can be seen
by inspecting Eq. (3.43) and Fig. 3.1(c), both from Part II. Although that figure demonstrates that
the cumulant function is linear for large times, we need to keep in mind that, in the general case, the
Green'’s function G, (t) = G 0(t) exp(Cy(t)) might already be attenuated before the cumulant actually
starts being linear. However, since ¢ is only a prefactor in Eq. (3.43) of Part II and the lifetime scales
as 7, < g2 (see Eq. (3.45) of Part II), we see that if the electron-phonon coupling g is sufficiently
weak, then the cumulant function will be linear for a long time before the Green’s function attenuates.
In fact, in this case, the cumulant function will be linear for most of the lifetime 7. Hence, we can
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3.2 - Results

approximate that Eq. (3.19) holds in the entire domain of time
Cy, — eyt ~ —iEjt + const, (3.4)

where the real and imaginary part of Ey correspond to the quasiparticle energy and lifetime

. - 1
ReE), = Ep; ImE), = ——, (3.5)
QTk
as we already proved in Sec. 3.2.3 of Part II. In this case, the Green’s function is given by Eq. (3.1) of
Part 11, which reads as’

Gr(t) = —i@(t)e_iE"‘t - const, (3.6)
while the corresponding quantity in the Fourier space is given by
t w—FEp— %
Grlw) = COHSE — const - P g (3.7)
— 2
W Lk (w—Epr)” + <%)
The spectral function is then simply a Lorentzian
1 1
Ap(w) == 27 (3.8)
™

29
(w — Ep’k)Q + (ﬁ)

where we set the constant from Egs. (3.6) and (3.7) to 1, to ensure that the zeroth spectral sum rule is
satisfied. Since we are considering the weak coupling limit, the lifetime 7, is large, so the Lorentzian
in Eq. (3.8) can be approximated as a Dirac delta function

Ak((.U) ~ (S(LU — EpJg). (39)

However, we see that there is Ay (1)? in the numerator of Eq. (3.2). In this case, Eq. (3.9) is not suitable.
Instead, we can use the fact that by squaring Eq. (3.8), we get a sharp function with a property that
[ dwAy(w)? = 76(w — E, 1) /7. Hence, we can approximate

Ap(w)? = 5w — B, ). (3.10)

m
Plugging Egs. (3.9) and (3.10) into Eq. (3.2), we obtain

4357, mpe Err/T sin? |
Hweak ~ T Zk_ o p,k/T )

where I, ;, is given by Eq. (3.65) of Part II and Eq. (2.23) of Part I. We checked that Eq. (3.11) is in
agreement with numerical results from Fig. 3.11 in the case of very weak couplings. In addition, we
see that at high temperatures Eq. (3.11) further simplifies as e~ "»*/7 x 1. In this case, the lifetime is
inversely proportional to the temperature 75, < 1/7’, as seen from Eq. (3.45) of Part I, which implies
the power law behavior of the mobility

(3.11)

fieak o 1/T2. (3.12)

Once again, we emphasize that this conclusion holds only for very weak electron-phonon couplings,
where the assumption of weak scattering is still satisfied despite the high temperatures*; see Figs. 3.1i(a) and 3.1i(b)
for a = 0.25 and Fig. 3.1i(c) for a = v/2/10.

3The constant in Eq. (3.6) is, of course, not the same constant as in Eq. (3.4).

“In the case of extremely high temperatures T' — oo, due to intense scattering of electrons and phonons, the lifetime
tends to zero, and our assumptions no longer continue to hold true, meaning that it cannot be expected that fiyeax o< 1/T>
continues to hold. In fact, the limit 7" — oo will be discussed in the following text.
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Somewhat Stronger Couplings

If a (for fixed wy) is a little bit larger than the case we already analyzed (but still small), the DMFT,
CE, and SCMA all remain in agreement; see Fig. 3.1i(a) for « < 1 and Figs. 3.1i(b) and 3.1i(c) for
a < 0.5. However, the range of validity of the MA is smaller, and it proves to be reliable only for
much weaker interactions, such as o < 1/+/2 in Fig. 3.1ii(a), @ < 0.5 in Fig. 3.1ii(b), and o < +/2/10
in Fig. 3.1ii(c). Even in these regimes, for lower temperatures, we observe a deviation from the other
methos. This is expected as the MA takes into account only the lowest-order Feynman diagram, while
the relevance of higher-order diagrams decreases as the temperature is increased.

In these regimes, we see that there is a universal power law behavior at higher temperatures p o<
T-3/2; see Fig. 3.1i(a) for 1/\/§ < a < 2.5, Fig. 3.1i(b) for 0.5 < a < 2 and Fig. 3.1i(c) for 0.5 <
a < 1. Within the CE method, this can be explained as follows. If the temperature is sufficiently high,
the Green'’s function in the time domain is quickly damped, which is why C},(¢) can be approximated
with just the lowest order (quadratic) Taylor expansion around ¢ = 0, which reads as

t2
= —g¢*(2npn + 1)5, (3.13)

2 d2C(t)
)~ 5 g
t=0

as a consequence of Egs. (3.8) and (3.44), both from Part II.
Therefore, the corresponding Green’s function (see Eq. (3.1) of Part II) is thus a Gaussian

Gi(t) = —if(t)e rte™ T ront (3.14)

which also implies the Gaussian spectral function

 (weep)?
e 2g2(2nph+1)

B V21?2 (2npn + 1)

Ap(w) (3.15)

This form of the spectral function, as we now demonstrate, allows us to completely analytically evaluate
the expression in Eq. (3.2). In particular, we directly see that

/ dvAp(v)e ™ = 297 (2npnt1)B? o —Pex (3.16a)
> ]_ 1.2 2

/ dvAg(v)2e P = e19” (Crpnt1)f% o =Bey (3.16b)
—0o0 2 92(27’Lph + 1)71'

Now, Eq. (3.2) is evaluated by changing the sum over momenta to integral, as follows

. 1.2 2
Amt2B ", sin? k— 219 npn 15" e=fer
24/9%(2npn+1)m
high—T —
N 1g Zk 6%92(2nph+1)526—ﬁ5k
27t >, e2Ptocosk gin? g

ei92(2nph+1)62 g2<2nph + 1)71' Z e2Bto cosk

= 2B 19" (2npnt1)8? i J 7 dk €270 (1 — cos(2k)) (3.17)
0 9?(2npn + 1) [7dk e2Btocosk ' '

This is now easily evaluated using the integral representation of the modified Bessel functions of the
first kind 7,,, which reads as

I.(2) = ! / 5% cos(nf)db. (3.18)
0

™

139



3.2 - Results

Therefore

/ e?Plocosk — on[,(2Bty), (3.19)

—Tr

/ ePlocosk co5(2k) = 2m15(2Bty). (3.20)

—T

If we additionally use the recurrence relation Io(z) — Io(z) = 21;(z), we also see that

[ et (1 - cos(2b) = 27 ((20t0) ~ B(260)) = ST L2A). G2

Plugging this back into Eq. (3.17), we finally obtain

to g gz(2nph + 1) ]1(2%)
.y S S : 3.22
Hbigh-T g\ 2npn +1 P ( 472 IO(—Q,}O) ( )

Since we are working in the high-temperature limit, the previous expression can be further simplified
using

2npn + 1 ~ 27T /wy, for large T, (3.23a)
I (2ty/T) ) 1o(2ty)T) = to/T, for large 7. (3.23b)

Combining this with Eq. (3.22), we finally obtain the result we were looking for
ftnigh—t < T3/ for T > to, wo. (3.24)

Remark 29. The result, obtained by substituting Eq. (3.23) into Eq. (3.22), coincides with the mobility
obtained by combining the Einstein relation, between the mobility and diffusion coefficient, with the
Marcus formula [4, 124].

The conclusion that we have reached in Eq. (3.24) should be quite general. For the derivation of
this result, we only used the fact that the temperature is very high, without any assumptions on the
strength of the electron-phonon coupling. This seems to contradict the result in Eq. (3.12). However,
this is not the case. As we already noted, Eq. (3.12) is valid in the regime of high temperatures
and weak electron-phonon coupling, but not in the case of extremely high temperatures where the
assumption of weak scattering breaks down. Therefore, even for weak couplings, we can expect that
the temperature dependence of the mobility would eventually transition to the power law behavior of

the form . oc T~3/2, for extremely high temperatures®.

Intermediate and Strong Couplings

In the case of intermediate and strong electron-phonon coupling, MA is practically useless; for exam-
ple, see Fig. 3.1ii (a) for « 2 2.5. On the other hand, the SCMA gives satisfactory results for high
temperatures and intermediate electron-phonon couplings, but it deviates from the DMFT at lower
temperatures (see, e.g., Fig. 3.1i(a) for « = 2.5 and Fig. 3.1i(b) for a = 2) and also for stronger
coupling strength (see, e.g., Fig. 3.1i(a) for « > 2.5 and Fig. 3.1i(b) for o > 2). At these stronger
couplings, the DMFT predicts the non-monotonic mobility, where a region of decreasing mobility with
decreasing temperature is ascribed to the hopping transport in phenomenological theories [60, 124].
The strong coupling mobility is better described by the CE than SCMA, although low-temperature
results are missing due to our inability to converge the results with respect to the cutoff A.

>We note that in the regimes of stronger electron-phonon couplings, higher temperatures are required for the asymptotic
behavior 11 oc T~/ to be reached, as can be seen from the results in Fig. 3.1.
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(i) Mobility comparison for CE, DMFT, and SCMA.

Markers = CE
Dashed = MA
Solid = DMFT

The dotted red (black) lines are auxiliary lines with (ii) Mobility comparison for CE, DMFT, and MA.

the power law behavior z oc T2 (11 o T—3/2). Here

to = 1.

Figure 3.1: Temperature dependence of the mobility for the CE, DMFT, MA, and SCMA.
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Chapter 4 - Ward Identity and its Consequences

Ward Identity and its Consequences

Although we discussed in Sec. 2.4 that the vertex corrections are notoriously difficult to calculate, we
emphasize that some insight about them can be gained from the fact that the electric charge has to be
conserved. This statement can be formulated in a mathematically rigorous way, using the so-called
Ward identity [1, 125-127], which we now prove in the finite-temperature case. The proof of this
identity for the zero temperature case can be found in Ref. [127]. This identity was also known to be
satisfied in the finite-temperature case as well, since the sketch of the derivation appeared in Ref. [125].
Nevertheless, we are not aware of any references where that proof has been presented in detail. This
is what we will be doing in this chapter. We note that our proof is more general than the one that was
sketched in Ref. [125], as we allow for a larger flexibility in the choice of the current density operator.

4.1 Introduction and Mathematical Formulation of the Ward iden-
tity

Since the charge conservation represents a relation between the current j and the density n, it is useful
to use a 4-vector' notation j* = (n, j)* where these quantities are unified into a single object® j*. In
.- _ . s _ _ B :
addition, we also use 7 = (—i7,1)", p = (iw,p), 2., = .., dp-as wellas® 35 = [7dr Y Ttis
now completely natural to generalize X i (q,w) from Eq. (2.36) by introducing a correlation function
xJy
between 4-currents

1
X5 (a,7) = 5 (T2 (a, 7)5" (=4, 0)), 4.1)

and also to introduce the 4-vector generalization of the renormalized current vertex [V (compare with
Eq. (2.37) as follows

(@) = 55 5 [0 + 4 p)G+ T 0 + 06 0)| 2

Since the renormalized vertex ' fully takes into account both the bubble part and the vertex correc-
tions, it represents the central quantity of our study [1, 128]. The Ward identity is formulated using
this quantity:

'We use the following convention for the metric = [—1,1, 1, 1]

%A detailed discussion and derivation of the current operator j*, both in the continuum and on a lattice, was presented
in Appendix C (a brief overview is given in Sec. C.7). For now, it suffices to know that the current can be expressed as in
Eq. (C.121), with a symmetry property given inf Eq. (C.122).

3In the case of the continuum we should replace the discrete lattice coordinate r with a continuous variable x, and

hence 3, «» [7_ dx.
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4.2 - Proof of the Ward Identity

Theorem 3 (Ward identity). Let us consider the hypercubic lattice where p and q are arbitrary 4-
momenta, G is the interacting Green’s function and I'* is the renormalized vertex function. Then, the
conservation of charge implies that the following identity holds

Gp) ' —=Glp+q) "' = A(q)Tulp+q.p). (4.3)

where the Einstein summation convention has been used, while A*(q) is given by* Egs. (C.110)

and (C.124).

Remark 30. In the limit of long wavelength q — 0, the Ward identity holds even for lattices that are
not hypercubic, and also for the system in the continuum. In both of these cases A(q) = q.

4.2 Proof of the Ward Identity

We now present the proof in the finite-temperature case, but we note that the same proof also works at
T = 0, in real time, if we replace fo’g dr & [Z dtand 537, [ 42

—00 21"

4.2.1 Definition of Correlation Function A/ (ry, 75, 73)

Since the proof of the Ward identity is not completely straightforward, let us try to motivate the main
ideas: In Sec. 4.1, we noted that the Ward identity (4.3) is a consequence of the charge conservation

on .
5 +A(q) - jq(r) = 0. (44)
-

Hence, it is natural to try to apply this for j#(q, ) in the correlation function x*(q, 7), which is
connected to the renormalized vertex function. However, it turns out that it would be much more
useful if the creation and annihilation operators in the expression for current j*(—q,7 = 0) =
oo by’ (p —q, p)cp,q appear.e.d in differ.ent. imaginary times cf,(71) and ¢p_q (72) This pould be
emulated by defining a new auxiliary quantity intead of the current-current correlation function, such
as (T; jh i () o +4(Ty)- However, somewhat less cumbersome expressions are obtained in the coor-
dinate space, where we can fully utilize the compact 4-vector notation

~

A (ry,19,13) = <TTjM(T3)C(T’1)CT(T2)>. 4.5)
This function satisfies
A“(Tl,’l“g, 7”3) = AM(Tl — Ta, 0, rs — 7’2) = AH(Tl — T3, g — T3, O) = A“(O,TQ —T1,T3 — 7”1) (46)

as a consequence of temporal and space translation symmetry of the system. In the real-time formalism
(at T' = 0), this defines A* on the whole domain of its variables. On the other hand, we need to be
more careful in imaginary time formalism. For example, if 73 > 71 > 75, then:
A*(ry, 19, m3) = Tt [e‘ﬂHe“nge_HT‘“’eHn crle_H”eHTQcIQe_HTQ]
= Tr[e HOstm) ju o~Hs=m) e omHmmm)el 1, 4.7)
We can guarantee that this expression converges only for 7, < 7 < 73 < [ + 7. In other regions
(in 7 space) we will define A*, such that certain properties are satisfied’. Let us motivate what those

“The corresponding current operator is given by Eq. (C.108)
SWe note that this is exactly the same approach we use for defining the finite temperature Green’s function in Matsubara
space.
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properties are: in this example (72 < 71 < 73 <  + T3), notice that 7; — 3 is smaller than 7, 75, and
73. Hence

Aﬂ(r17717r27727r3773 - /8)

_ Tl“[ —BH HTi, e —Hri HT, T2 —Hry H(r3— ﬂ)jllfs (73—5)]
— TI‘[ —BH 7'3er3 HTgeHTl Cr,€ —Hm eH’TQ I2€—HTQ]
:A'u(’f’l,rg,’f‘g), (48)

where the cyclic property of trace was used in the second line. We also used the fact that the current
operator commutes with all operators under time ordering. Analogous calculation can be conducted
for 7, — 7, — 3, having in mind that ¢! anticommutes with ¢, under time ordering

AM(I‘l,Tl,I'z,Tg - 571‘3’7—3) = _AM(TlaT%TfS)' (49)

Also
AM(I'LTl - 5,1'2,7'2,1'3,73) = _Au(7”1,7“277’3)' (4.10)

Similar analysis can be conduced for other cases as well. We conclude that the correlation function
A* can be defined by Eq. (4.5), with an additional property that it is periodic with respect to 73, while
being antiperiodic with respect to 7, and 75, with a period (5. Once again, we emphasize that A* is
translationally invariant.

4.2.2 Definition of I'*

As a reminder, we introduced the correlation function A* since the consequences of the charge con-
servation (4.4) are much more directly reflected on this quantity than on current-current correlation
function x*. However, to proceed with the proof of the Ward identity, we first need to find a relation
that connects A* with the renormalized vertex function I'*. To do so, we first introduce a new quantity
T, (ry,79,73) such that

A (1,19, m3) = ZZG(Tl — TRy 7, 73) G (1 — T9). (4.11)

Although this looks quite abstract, it turns out that this new quantity, in the Fourier space, is actually
the same as the renormalized vertex function I'*(p, p + ¢) from Eq. (4.2). We will prove this in the
following sections, but before that, let us first inspect some properties of I'**: First of all T'* is invariant
under spacial translations r; — r; + a,r, — ro + a, r3 — r3 + a. This is easily checked from
Eq. (4.11) as a consequence of the fact that both A* and the Green’s function G are invariant under such
transformation. Furthermore, T (1", 7%, 3 ) inherited from A% (ry, 75, 73) the periodicity with respect to
73 with period 5. However, we cannot say anything about the (anti)periodicity with respect to 7] or 75,
as the integration over these variables is performed only in the domain® (0, 3) in Eq. (4.11). Outside of
this interval I does not even have to be defined. However, we want to define I'* on the whole interval
of 7| and 73, such that the subintegral function’ in Eq. (4.11) becomes periodic with respect to both 7,
and 75 with period /3. To do so, we must impose that T*(r, 1, r5) is antiperiodic with respect to 7/ and
75. This is a consequence of the fact that G(ry; — ) and G(r, — r2) have such properties. Furthermore,
it turns out that fu also posses a symmetry with respect to temporal translations. This can be proved as
follows: first we use arbitrary 7 to translate 7y — 7 + 7, 7o — 7o + 7, 73 — 73 + 7 in Eq. (4.11), and
use the fact that A* is invariant under such transformation. Then, in the integrals over the imaginary

*Inthe T = 0~case, we are dealing with real time that is integrated from —oo to co. Hence, in this case we also have
the symmetry of I'# with respect to temporal translations.

As we noted, the integration is performed with respect to 7, since > = foﬁ ar ).
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4.2 - Proof of the Ward Identity

times (in the right-hand side of Eq. (4.11)), we use substitutions 7 — 7 + 7, 75 — 74 + T, after
which the domain of integration becomes (7, 5+ 7). After these transformations, the Green’s functions
remain unchanged. At last, we use the property that the whole subintegral function in Eq. (4.11) is
periodic with a period 3. Hence, we can restore the domain over which we integrate from (7, 5 + 7)
back to (0, ). As a result, all quantities in Eq. (4.11) remain unchanged, expect for the fact that all
temporal variables in T . are shifted by 7. This is only possible if fu posseses a symmetry with respect
to temporal tranlations. This completes our proof®.
All of these properties finally enable us to define the Fourier series of " as

D p,p+q) =Y Y TH(0,ry,75)e®r2tes), (4.12)

T2 3

We note that due to (anti)periodic properties that we examed, ¢° is bosonic, while p° is fermionic
Matsubara frequency. Before we prove that I'** from Eq. (4.12) is indeed the same as T'* from (4.2), let
us first show different forms of Fourier transforms. This will be quite useful for us since I'* is defined
in the coordinate space (see Eq. (4.11)), while I'* is defined in k-space (see Eq. (4.2)).

4.2.3 Fourier Transform

The purpoise of this section is twofold:
¢ We define the convention that will be used for the Fourier transform.

* Due to the translational invariance of the system, we will see that it is possible to introduce some
arbitrary (free) parameters in the Fourier transform. This gives us the freedom to choose them
conveniently in our analysis later.

fu(rla o, T3)

Translational invariance of T* enabled us to write its Fourier transform as in Eq. (4.12). However, the
translational invariance can also be used to introduce an arbitrary (free) parameter as follows’:

fu(pap +q) = Z Z fu(O, Tg,13)e P2

T2 T3

e —=Te—T1
Ty — T3 —T

= Z Z fu<0; 9 —T1,T3 — T1>@i[p(r2_7‘1)+q(7‘3—7"1)]

T2 T3
=3 T(ry,ra,rg)elramrtata=rl, (4.13)
r2 T3

Here, r; is arbitrary parameter.

8We note that the properties of (anti)periodicity with period 3, and temporal translational invariance are not mutually
contradictory since we have an even number "antiperiodic" (77 and 75) variables.

°The combination of periodic (antiperiodic) variable 73 (73) of ['* with bosonic (fermionic) Matsubara frequency ¢°
(p°) has a consequence that the whole subintegral function is periodic with respect to both 7 and 75. Hence, the domain
of integration, of both 75 and 73, can always be shifted (0, 3) +> (71, 8 + 71) for arbitrary 7;.
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4.2 - Proof of the Ward Identity

G(ri —ry)

In a completely analogous manner, we can introduce an arbitrary (free) parameter 7’ into the Fourier
transform of the Green’s function

G(p) = Z e_ip(r_r/)G(T —7r') = Z eip(T_r/)G(r/ -r), (4.14)

T 7

AN(Tl, 2, 7’3)

The quantity A*(ry, 79, r3) was (originally!®) defined in Eq. (4.5), as a correlation function between
current, annihilation and creation operators. It is thus naturall that the convention for the Fourier
transform of A* follows the convention for jq, cp and cL that (in the case of spacial coordinates) read
as:

Jh=" e mjk(r), (4.152)
1 .

=5 > e, (4.15b)
1 .

o = T > el (4.15¢)

We note that the factor 1/ V/N in Egs. (4.15b) and (4.15¢) is standard convention, as we want to keep
the property that ¢ and ¢! transform as ¢\ = 37, (i|A)c] and ¢y = 37, (\|i)¢;, when the basis is changed

{l0} = {0}

Dirac Identity in the Matsubara space

In the real-time formalism, we can get a nice identity'! if we successively apply Fourier and inverse
Fourier transform to an arbitrary function. The same can be done in the Matsubara space as well

B
G(r) = %Z 6i”"7/ dr'e™ ™ G(r") (4.16)
W 0
L wn(r=7) (1
== dr’ e TG (4.17)
3 ) @
1 (7 a1
=— [ dr'"y e\ TIG(F (4.18)
3 D @

In the last line we used the fact that Matsubara frequencies are symmetric, SO we can use a substitution
Wy, —> —Wy,.

4.2.4 Proof that T"(p,p + q) = T"(p,p + q)

Let us first remind ourselves that the main purpose of the renormalized vertex function in our study is
to use it in Eq. (4.2) to calculate the current-current correlation function. In that sense, we will say that

10Afterwards we imposed that it has certain symmetry properties in temporal variables; see Sec. 4.2.1
"'Which basically just one of the ways to represent the Dirac delta function
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4.2 - Proof of the Ward Identity

T (p, p + q) is identical with T*(p, p 4 ¢) if it produces the same result when inserted into Eq. (4.2).
Hence, our task is to prove that x*¥(q) coincides with the following quantity

V0 =~ D [P+ a4, p)G + ) (h,p + 0)G (D). (4.19)

Since renormalized vertex function was defined in Eq. (4.11) in coordinate space, let us first use the
inverse Fourier transform on both I'V and G.

W (q) = Z [ (p+aq,p )Z PO Gy — )

Z FV Tl ] T27 r3 [p(r +q 8T Tl Z G T - T Zp r2— 7 ):| . (4.20)

TQ T3

Here, 1, r] and r}, are arbitrary parameters. We can now conveniently choose 7/ = r} and r, = .12

Hence

1
NB

p,T2,T3

X"(9) = - [V“(p +q,p)e POl

X Z G(ry — )TV (r, vl rs) G(rl — 7’2)] . (4.21)

ri,rl
The bottom line in Eq. (4.21) can be recognized and A" (7, 7, r3) from Eq. (4.11).
X (q) = —~5 Z Tipran P ik (p 4 g, p)AY (11,72, 73). (4.22)
P 72,73

It is now convenient to separate the spacial and temporal coordinates. Then, we can now set the
arbitrary parameter r; = 7; = 0. Since r; is still arbitrary, we can sum over this parameter, and divide
everything with the number of k-points (which is equal to V).

N Z e~ HPFa)ry yipra e U3NY(ry,0,19, T2, T3, 73). (4.23)

rp,ra,r3

Using the convention from Eq. (4.15), we can see that the bottom line of Eq. (4.23) is equal to

Al/(p + q, 07 P, 72, —q, 7-3) = AV(I) + q,—73,P, 72 — 73, —Q, 0)7 (424)

where we used the translational invariance in temporal to obtain the last equality. Plugging this back
into Eq. (4.23), using the substitution 7, — 79 + 73, and using the fact that the whole subintegral
function is periodic with respect to 7, with period 3, such that we can shift the domain of integration
from (73, 5 + 73) back to (0, 5), we get

) =~y L e an) Y

iwp

I2ZHowever, we cannot choose for example ry =r9,asry "sees" roasa Vanable The choice r{ = r} was allowed (same
for rh, = r2) as the free parameter r{ is situated inside the integrals over r4 and r3, where 7] is taken to be constant (i.e.
r{ sees r] as a constant). Of course, we can later interchange the integrals, resulting in the fact that r} no longer sees - as
a constant, but this is allowed due to the Fubini’s theorem.
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4.2 - Proof of the Ward Identity

B B ) )
></ dTg/ dTge”“’”(Tﬁ”)e’”’qmA”(p+q, —T3,P, T2, —q,0). (4.25)
0 0

Let us now use the substitution 73 — —73 and, similarly as before, use the periodicity to shift the
domain of integration back to (0, 5). We get

~ pv 1 /) ’ Wy Ts
X" (Q):—NE 7’(p+q,p)/ drze' ™
0
p

1 A :

X B Z / dTQG_pr(T2_T3)AV(p + q,73,P, T2, —q, 0) (426)

—Jo

The bottom line of the previous expression can be simplified using Eq. (4.18)
- 1 B .

X)) = =52 7"(P+ap) / drse™ ™ N (p + q, 73, P, 73, —q, 0). (4.27)

0

p

Since we have only one temporal variable left, we will change the label of the dummy variable 73 — 7.
Furthermore, since 7 is restricted to the values between 0 and /3, we can represent A* using Eq. (4.5)

1 N .
X0 =~ > /0 dre™ Ty (p 4+, P){T75" 4(0)cpsq(T)ch (7). (4.28)
p

Under 7. we can arbitrarily interchange the operators as long as we keep track of the minus signs.
Hence

1 /B .
() = /0 dre (1,37 b (1)1 (p + &, P)epra(7)174(0)) 4.29)
1

Now, we recognize the current operator from Eq. (C.121) and obtain

~

I
Vo) = [ dre T (0 (4.30)

This coincides with x**(q), as seen from Egs. (2.36b) and (4.1). This completes the proof that I# =T*

This property enables us to apply the charge conservation (4.4) directly in Eq. (4.5), and connect the
obtained result to the renormalized vertex function via Eq. (4.11). In order to do that, we first need to
figure out how to differentiate expressions which have time ordering operator. This will be discussed
in the next section.

4.2.5 Differentiation under the Time-Ordering Operator

Theorem 4. Let: R
A(ry, 1, 13) =T, Z(13) X (11)Y (12), (4.31)

where T’. is the time-ordering operator, X and Y are arbitrary fermionic operators'®, while Z is some
bosonic operator'*. Then:

A 07 . .
04 _ 5 0% vy 8(rs — )T [Z, XY + 6(73 — 7)1+ X2, Y], (4.32)
87—3 87’3

where |, ] is the commutator.

31n our case these are annihilation and creation operators
14In our case this is the current operator.
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4.2 - Proof of the Ward Identity

Proof. Let us write out the time dependence in the time-ordering operator explicitly:

A(Tl,TQ,Tg) :ZXYH T3 — T1 09 T — T2

( )0( )
—ZY X0(13 — 12)0(19 — 1)
+XYZ€(T1 — 7'2)0(7'2 — Tg)
—|—XZY6(7'1 — ’7'3)9(7'3 — Tz)
—YZX@(TQ — 7‘3)9(7‘3 — 7'1)
_YXZG(TQ - 7'1)&(7'1 — ’7'3). (433)
Hence:
0A 07
=T. -2 XY
87’3 87'3
+ZXY5(7'3 — Tl)g(Tl — 7—2)
—ZYX&(Tg — T2)9(T2 — 7'1)
—XYZ5(7'2 — 7'3)9(7’1 — 7'2)
-XZY (5(T1 — 7'3) (7'3 — TQ) — (5(7’3 — 7'2)6)(’7'1 — ’7'3))
+YZX( (7'2 — ’7'3)9(7'3 — Tl) — (S(Tg — 7'1)9(7'2 - 7'3))
+Y XZ0(1 — 73)0(10 — T1). (4.34)
Let us now group the terms with a common delta function:
A 07
94 392 vy sy —m) [e(ﬁ — ) (ZXY — XZY)
(97'3 (97'3
(s — ) (YZX — YXZ)}
(7 — ) [0 = m)(X2Y - XY Z)
(s — T)(ZY X — YZX)} (4.35)
Hence: 54 57
—— =T, —=XY +6(r3 — 1)T,[Z, X]Y + 6(r3 — =) T, X[Z,Y]. (4.36)
87’3 87’3
[

Our next task is to find the consequences of charge conservation (4.4) on A* and then deduce how is
that connected to the renormalized vertex function using Eq. (4.11).

4.2.6 The Consequences of Charge Conservation on A*

Since the charge conservation (4.4) contains 24 a Jet us first use Eq. (4.36) to differentiate A° (r1,7r9,73)
with respect to 73. We will restrict ourselves to the case then 71, 79, 73 > 0. In this case A" can be
expressed as in Eq. (4.5). We obtain:

ONO(ry,ra,m3) - On(rs)
B =(1; o c(r1)cf (r2))
+ (73 — )(Tr[n(rs), c(r1)]c" (r2))
+(m3 — T2)<T c(r1)[n(rs), c'(r2)]) 4.37)
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4.2 - Proof of the Ward Identity

The delta functions ensure that we are always dealing with equal time commutators. To calculate these,
we express the density as n(r3) = cf(r3)c(r3), and use [AB,C] = A{B,C} — {A,C}B, which is
needed as the fields cf(r) are fermionic

8(rs — 1) [n(rs), c(r1)] = =6(rs — 1 ){c(r3), c(r1) ye(rs)

= —c(r3)d(rs — ry1), (4.38)
§(13 — 1) [n(rs), ct(ra)] = 6(73 — 72)ct (rs){c(rs), ¢ (r2) }
= CT(Tg)é(T’g — 7). (4.39)

Plugging this back into Eq. (4.37), and using the definition of the finite-temperature Green’s function
G(r—1") = —(Tc(r)c'(r')), we get

ON(ry,r0,13) - On(rs) :
ORCnT18) 47, 000 et

(5(7"1 — Tg)G(Tg — 7“2) — (5(7“2 — 7"3)G(7"1 — 7"3). (440)

It would be useful if we rewrote the previous expression in the k-space, to make it easier to directly ap-
ply the the charge conservation from Eq. (4.4). To do so, we can simpy apply [ drje~PF17r2) [ drge—ialra—r2)

to Eq. (4.5) and obtain (77 jq(73)cp (7'1)01, +q(72)). This is easily seen, but we demontrate it explicitly
using the translational symmetry of the system

1 iq(r3—r2) ip(ri—r 5.
m Z eialrs—r2) jip(r1 2)<TT]5<T3)CP(T1)CL+(](T2)>
P,a
1 ) )
_ iq(rz—rz) ,ip(ri—rz)
Dk c
N P,q
1 - 1 -,
X e "k (1) —— e MPe (1)) —= ema(Pra) l (.
<Z: jr(3)\/N/ 1(1)\/N, ()>
r3 r ry
1 N ! ! N / !
=5 2 U (m)es (el (r)) D ePinremritrs) 3 7 plalrs e
r},rh,r} P 4
N6r1 +r’2,r’1+r2 Naré+r3,r2+ré
1 .
= <Jf§(Ts)Cr1+rg_r3(Tl)Cig+r2_r3(T2)>
ry
1 L T
= N Z(jTBCTlCTQ)
ry
= A'u(’/’l,rg,’f’g) (441)

In the following, we will use the translational invariance of the system, and set o = 0 everywhere. Let
us now switch the spacial cooridnates to Fourier space in Eq. (4.40) by applying [ drie™""" [ drge ",
We get

8 ~ 877, (7’5)
a_ﬁAO(paTlvp + q707qa T3) :<T7' 517_3 CP(TI)CTp+q(0)>

+5(T1 —Ts)G(P‘f‘q, 71) _5(73)G(P>T1) (4.42)

Due to the continuity Eq. (4.4), the first line on the right-hand side is
_A(q) ’ K(pa T, P+ Q, 07 q, 7_3)-
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Hence,

8 —
EAO(pa T, P+ q, 07 q, 7—3) + A<q) : A(pa T, P+ q, 07 q, 7—3) -
3
+6(m —73)G(p+4q,71) — 6(13)G(p, 7). (4.43)

On the left-hand side of the previous equation, we can use Eq. (4.11), to see the consequences of this
identity on the renormalized vertex function'>. This will be the last piece needed for the proof of the
Ward identity.

4.2.7 Putting all the Pieces Together

Let us first express A¥(rq, r9, r3) from Eq. (4.11) using the Green’s functions and renormalized vertex
function in the Fourier space, in order to make a connection with in Eq. (4.43) more easily.

A (ry,re,r3) = Z G(ry — r)TH(ry, rh,13)G(ry — 12)

! /
71,79

~ W X LG

/ /
1,7y P1

« Z e—ipz(7"2—7”’1)e—ilD(TS—Ti)Fu(p%p2 + )

p2,q2

x D emIG p)

p3

1 o
(NP2 D GO (1 = 42, p1)G(pr — go)e™ e BTseTPImR) (4.44)

Pp1,92

As before, we are free to set 7o = 0 due to the translational invariance, and we Fourier transform the
spacial part by applying [ drie”® [ drse "3, We get

1 .
Au(paTlap—’_anaq) 7—3) - @ Z G(p7u")p1)

1Wpq ,iWgq

—iWpy T1

x I*(p 4 q, 1wy, — twy,, P, twy, )G (P + q, iw,, — iw,,)e e (4.45)

Using this, we can calculate the expression given by the left-hand side of Eq. (4.43), obtaining

0 S
EAO(pa 71, P + q, 07 q, 7-3) + A(q) ' A(pa 71, P + q, 07 q, 7-3)
3
1 —iWpq T1 ,iWaqo T: : : : : :
= E ' Z € o1 16 2 SG(p,prl> qu2F0(p + qa pr1 - quzapazwm)
iWp, ,iWgy

—

+ A(q) - T(p + q,iwy, — iwg,, P, iwp, ) | G(P + q, iwy, — iw,,) (4.46)

Let us now equate right-hand sides of Egs. (4.46) and (4.43), and apply
foﬁ dretrm foﬁ dme™4™ to both sides. We get:

Gp+q)—G(p) =GP)A"()Tulp+q,p)G(p+q) (4.47)
If we divide both sides by G(p + q) - G(p)
G '(p)—G p+q) = A(qQTulp+qp) (4.48)

This completes the proof of the Ward identity. [

1SWe note that we already proved that I =Tin Sec. 4.2.4.
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Remark 31. In the long wavelength limit q —, the Ward identity can be written as

G 'p)—G'p+q) =¢"T.(p+4q,p) (4.49)

Remark 32. If make the substitutions ¢ — —q, p — p + q, and multiply both sides by —1, we obtain
a Ward identity for I'*(p + q, p) instead of " (p, p + q)

G 'p) -G p+q) =-A"(—q)Tulp,p+q) (4.50)

4.3 Consequence of the Ward Identity

Ward identity can be very useful for studying the significance of vertex corrections. In particular,
Eq. (4.3) imposes a constraint that we cannot arbitrarily choose the Feynman diagrams for the self-
energy (i.e, the Green’ function) and the Feynman diagrams for the renormalized vertex function
(i.e. conductivity). This will be discussed in more depth later. However, there are other interesting
properties that follow as a consequence of the Ward identity. For example, if we set q = 0 in Eq. (4.3),
analytically continue the results to the real frequency axis, and use the Dyson equation, we get the
following expression for I'Y that is diagonal with respect to momentum variables

by -
I'(p,w, + wg; Pywp) = 1 — (e + W) pwp). (4.51)
Wq

One might raise the question of whether similar expression could be derived for T as well. It turns out
that this is possible only if we impose some quite restrictive conditions.

Theorem 5. Let I'(p + q,w, + wy; P, w,) and f(p + q,wp + wy; P,w,) be the density-density and
the current-current correlation function'®. If, in the long wavelength limit q ~ 0, these functions are
analytic and T°(p + q, w, + wy; P, wp) is an even function of q, then the following relations hold

—

I'(p,wp, +wg; Py wp) = Vpep + VpLp(wp + wy). (4.52)

Here, ¥, (w,) is the self-energy of the system, while ¢, is the noninteracting dispersion relation.

Remark 33. The first term on the right-hand side of Eq. (4.52) is equal to the free current vertex in
the long wavelength limit, while the second term gives the contribution of vertex corrections.

Proof. Starting from the Ward identity (4.3), analytically continuing results to the real-frequency axis,
and using the Dyson equation we see that

AQTulp+a.p) =G (p) =G P+ q) =cprqa—p + 20+ ) = B(p) —w,e  (4.53)
In the long wavelength limit g — 0 we can approximate the right-hand side as

Eptq — Ep R Q- Vpep
S(p+q) = (P, w, +wy) + a4 VpE(p,wp +wy) (4.54)

On the other hand, the left hand side can be approximated as follows in the long wavelength limit
q—0

AMQOTu(p+ ¢,0) = q-T(P + q,wp + Wy, P, wWp) — weT(P + q, wp + W, P, wWp)- (4.55)

oHere, we abandon the 4-vector notation and switch back to the usual representation where momenta and frequencies
are separated.
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Up to a linear order in q, using the fact that I'? is an even function of q, the previous expression can
be written as

A#((Dru(p + Q7p) ~q- f(p, Wp + Wy, P, wp) - quO(p, Wp + Wy, P, wp)~ (456)

Plugging this back into Eq. (4.53) and grouping the terms that are of zeroth and first order with respect
to q, we get

0= [wq - quo(p7wp + Wy, Py wp) + X(P; wp) — X(P, wp + wq)]
+q- [f(p, Wy + Wy, Py wWp) — Vpep — Vp2(p,wy, + wq)] 4.57)
Since q is arbitrary, we see that Eq. (4.52) directly follows from the previous line, which completes

the proof. [

Another consequence of the Ward identity is that we can always find the diagonal components of the
renormalized vertex function

Theorem 6. The diagonal components of the renormalized vertex function are completely determined
by the self-energy of the system and read as

f(pv Wp; Py Wp) = Vpep + VpXp(wy),
(4.58)

1
PO(p, wpi P wp) = 1= 0 Bp(wp) = -

Proof. This can be most easily proved by starting from Eq. (4.55) and noting that both terms on the
right-hand side are already of the first order with respect to 4-momentum. Hence, the proof can follow
the analogous lines as in theorem 5 without the need for I'? to be an even function of q. U
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Chapter 5 - Vertex Corrections in the Weak Coupling and Atomic Limits of the Holstein Model:
Analytical Results

Vertex Corrections in the Weak Coupling and Atomic Limits of
the Holstein Model: Analytical Results

5.1 Introduction

As discussed in Chapter 2, the optical conductivity is completely determined by the current-current
correlation function, and the latter can be calculated directly using the Feynman diagrams. In the case
of the Holstein model, the first few of these diagrams are presented in Fig. 2.1, while their physical
meaning was discussed in Sec. 2.4. Using the procedure we reviewed in Sec. 2.4.2, we calculated the
charge mobility within the DMFT, CE, SCMA, and MA, by taking into account only the diagram in
Fig. 2.1(a), known as the bubble term. However, the contribution of all other diagrams (i.e., the vertex
corrections) was not discussed at all. This is what we address here and in the subsequent chapter. To be
more precise, in this chapter, we will be dealing with the vertex corrections of the optical conductivity
in the weak coupling and atomic limits, where analytic calculations are possible, while the numerical
results in other regimes will be presented in the next chapter. We note that although the technical
aspect of our work relies on the methodology that was worked out in Ref. [127], the results that we
obtain about the vertex corrections in the Holstein model are an original contribution that has yet to
be published.

5.2 Vertex Corrections in the Weak-Coupling Limit

Let us now investigate whether the vertex corrections give a (significant) contribution, or not, to the op-
tical conductivity in the weak-coupling limit. Just as for the self-energy, since we are unable to exactly
evaluate the sum of infinitely many Feynman diagrams in Fig. 2.1, we first need to decide which dia-
grams are most relevant, and only take those into account. In the case of weak-coupling limit, one might
think that it suffices to take just a few lowest-order diagrams, such as those in Figs. 2.1(b) and 2.1(c).
While this generally might look justifiable from the point of view of the perturbation theory, the answer
to this question actually depends on the approximation in which the self-energy was calculated. This
is a consequence of the charge conservation, i.e. the Ward identity, which connects the renormalized
irreducible current vertex to the self-energy; see Eq. (4.3). Therefore, to proceed, we first need to
exactly specify which Feynman diagrams are included in the self-energy in the weak coupling limit.
The conventional approach is to use only the lowest-order diagram (i.e., the Migdal approximation),
as in Sec. 2.2 of Part I. However, one could argue that our results from Sec. 2.2 of Part II suggest that
the SCMA approximation would be a more appropriate choice. In the following text, we demonstrate
that the vertex corrections are vanishing in the weak-coupling limit, regardless of whether we use
> = YA or X = YgoMa-
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5.2 - Vertex Corrections in the Weak-Coupling Limit

= b+

Figure 5.1: Approximation for the renormalized vertex function I'* in the weak-coupling limit.

5.2.1 Case when > = > [a

Using the Ward identity (4.3), we see that!

A(q)"Tu(p+ q,p) = Gy (p) — Gifa(p + q)
= ZMA(p + Q) YIMA (p> + €ptq —€p — qo
~ Yva(p+q) — Zua(p) +q- Vpep — ¢°. (5.1)

The last two terms can be written as A(g)"v,(p + q, p), as seen from the Ward identity for the free
theory (C.125). Furthermore, from Eq. (2.17) of Part I we see that® Yy (p) = _]%_25 Y. D(p
k)Go(k), where Gy is the free propagator. Hence

2
9
A@)'Tup+a.p) = NG Z [D(p +q — k)Go(k) — D(p — k)Go(k)]
+Ag)" w(p+q, p). (5.2)
Using the substitution & — k + ¢ in the first term, we get

A(Q)'Tu(p+q,p) = — ]\g,—; > D(p— k) [Go(k + q) — Go(k)] + Al9)"vu(p + a, )

=~ L3 Do~ KGo(k+0)Ga(h) [Gy () — Gk +)]

+ A(9)"y.(p + a, P)- (5.3)

If we once again use the Ward identity for the free theory (C.125), on the terms in the square bracket,
the previous expression becomes

2
9
Ag)'Tulp +¢.p) = A" (P +a.p) — NG Ek: D(p — k)
x Go(k + q)Go(k)v.(p+a,p)]. (54)
While this expression does not uniquely determine ['#, we can nevertheless conclude that the solution

Iulp+4,p) =7.(p+q,p) NG ZD p—k)Go(k +q)Go(k)yu(p+a,p) (5.5

is in accordance with the Ward identity and hence with the continuity equation. Diagrammatically, this
I'* can be represented as in Fig 5.1, which corresponds to the diagrams for  ;; shown in Figs. 2.1(a) and 2.1(b).

"We use the standard four-notation; see Secs. C.7 and 4.1.
>The Feynman rules are given in Fig. 2.1 of Part I.
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5.2 - Vertex Corrections in the Weak-Coupling Limit

The first term in Eq. (5.5) is the free current vertex (it corresponds to the first term on the right-hand
side of Fig 5.1 and to the x;; diagram in Fig. 2.1(a)), while the second term is the vertex correction (it
corresponds to the second term on the right-hand side of Fig 5.1 and to the x;; diagram in Fig. 2.1(b)).
The presented analysis represents the formal justification for taking only the diagram in Fig. 2.1(b) as
a vertex correction in the weak coupling.

Let us now calculate the contribution of the diagram in Fig. 2.1(b).

TRl B

Qb;. x Z G(k, iw,)G (k, iw, + iw,)v:(k, k) = 0. (5.6)
~——" k

Wn Wm

The previous expression is zero since G(k) is an even function of momenta, v;(k, k) is odd, while
the phonon propagator does not depend on momenta at all. We note that this is only true in the long
wavelength limit g — 0. Otherwise, Eq. (5.6) would contain terms of the form G'(k + q), that would
not be even under the transformation k — —k.

Remark 34. Even though we showed that this is in accordance with charge conservation, there
nevertheless exists a doubt whether it was justified to omit the diagram in Fig. 2.1(c), as that diagram
also has only a single phonon propagator. Luckily, this problem is avoided since the diagram in
Fig. 2.1(c) gives a vanishing contribution in the long wavelength limit, on quite general grounds. This
is seen as a consequence of the fact that no momentum goes in or out (in the limit @ — 0) of the
first fermion loop, and this loop consists of two Green’s functions and one current vertex. Hence, the
diagram in Fig. 2.1(c) is proportional to

o G(k) vy, x ... =0 (5.7)
T \ ; )
k G(k) is evenink, indep eﬁdent
while vy, is odd of

where vy, = O €x is the x-component of the current vertex. In fact, this proves that even the higher-
order diagrams of this type (i.e., the entire class of ring diagrams) vanishes in the long wavelength
limit.

5.2.2 Case when X = ESCMA

Since we gave a thorough explanation of our reasoning in Sec. 5.2.1 in the case when > = >\, here
we concisely repeat the analysis in the case X = Xgoma

A(Q)*Tu(p + ¢, p) = Gsana () — Gsoua(p + @)
~ Ysema (P + q) — Xsema(p) + A(g) v.(p + q, P)- (5.8)

In the SCMA, the self-energy is given by the Feynman diagram in Fig. 2.4(a). Using the Feynman
rules from Fig. 2.1, we see that it can be written as follows

2
Ssena(p) = 35 22 Db = WGscra(k). (5.9)
k

Since this is completely analogous to the expressions we had in Sec. 5.2.1, we deduce that Eq. (5.3),
upon substituting Gg — Gsoma, remains valid

2
A(@)'Tulp + a,p) = Al@)* (P +a,p) — Ji—ﬁ > D(p—k)
s
x Gsema (k + ¢)Gsoma (k) [Gstaa (F) — Gabua (K + )] . (5.10)
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Figure 5.2: Ladder approximation for the renormalized vertex function I'#

The terms in the square brackets can be written in terms of the renormalized vertex function, using the
Ward identity (see Eq. (4.3))

AT+ 4.0) = M@ o + @ p) -~ 43 Dl )

x Gsema (k4 ¢)Gsema (k)Tu(p +q,p)]. (5.11)

Thus, we can read-off that the following solution for the renormalized vertex function is in accordance
with the Ward identity

2
Iup+¢.p) =P +a,p)— ]3—5 Y " D(p— k)Gscuma(k + q)Gsema(B)Tu(p + @, p).  (5.12)
k

This is an equation for I',, which needs to be solved self-consistently. Diagrammatically, this Equation

can be represented as the first line in Fig. 5.2, while the second line represents the corresponding
solution, known as the ladder approximation, that is obtained by the iterative application of Eq. (5.12)
on itself. In terms of the diagrams for the current-current correlation function, it is represented as the
sum of diagrams in Figs. 2.1(a) and 2.1(b), as well as the higher order diagrams which are obtained by
adding vertical phonon lines that connect particle and hole propagators. Hence, within this approach,
the vertex corrections are determined by the ladder diagrams. However, each of these diagrams is
vanishing. This is seen as a consequence of the fact that each of these diagrams if of the form as in
Eq. (5.13), where the dots represent the rest of the diagram.

ot 4

o > Gk, iw, )Gk, iw, + iw,)vi(k, k) = 0. (5.13)
k

Wn

Since the phonon line in the Feynman diagram carries the momentum, but the phonon propagator is
actually momentum independent, we conclude that only the left current vertex and the two fermion
Green’s function which we see in the Figure above depend on k. Since the fermion Green’s function
are an even function of k, and the current vertex is odd, we conclude that Eq. (5.13) must be vanishing
due to the sum over k. This completes our proof that there are no vertex corrections in the weak
coupling limit of the Holstein model.

Remark 35. In our analysis, we always restricted ourselves to the long wavelength case q =~ 0.

Remark 36. Since we showed that the diagrams in Figs. 2.1(b), 2.1(c), and 2.1(e) are all vanishing,
we conclude that the diagram n Fig. 2.1(d) is actually the lowest order diagram that contributes to the
vertex corrections away from the weak-coupling limit.
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Remark 37. Even though we concentrated on showing that there are no vertex corrections in the
weak-coupling limit of the Holstein model, our results also MA and SCMA methods do not incorporate
vertex corrections.

5.3 Vertex Corrections in the Atomic Limit

Let us now investigate the importance of vertex corrections in the vicinity of the atomic limit (small
to ~ 0). First we note that every Feynman diagram for the current-current correlation function has
two current vertices, and each of them is already proportional to ty. Thus, in the lowest order per-
turbation theory with respect to the hopping parameter %, all the other elements of the Feynman
diagrams (fermion and phonon propagators) can be taken to be strictly at the atomic limit. Both of
these propagators are analytically known and are of course k independent at the atomic limit. As a
consequence, all the k dependence is in the current vertex, which is an odd function of k. Since the k
is summed over, we conclude that all vertex corrections are vanishing. The bubble part is nevertheless
still nonzero, as there there are two current vertices with same k, giving an overall even function,
which as a consequence does not vanish after the summation over k is performed.

158



Optical Conductivity in the Holstein Model:
Presenting Numerical Results and Investigating
Significance of Vertex Corrections

6.1 Introduction and Benchmarks

In the last chapter, we concluded that the vertex corrections in the Holstein model are vanishing in
the weak coupling and atomic limits. However, so far, we do not know anything outside of these two
limiting cases. Hence, we now continue our analysis by numerically examining the significance of
vertex corrections in a wide range of regimes. To do so, we need reliable results for both the exact
optical conductivity, as well as the optical conductivity in the bubble approximation. As detailed
in Chapter 2, the calculation of exact optical conductivity can be reduced to the calculation of the
current-current correlation function. Nevertheless, this is highly nontrivial to evaluate. Calculations
on the imaginary axis are possible [50, 129], but analytic continuation to the real axis presents a
formidable obstacle. This is why real-time (or frequency) methods are often preferred. One such
method is the momentum-space hierarchical equations of motion (HEOM), which was developed
very recently by Jankovi¢ [49]. Using HEOM, it is possible to obtain numerically exact results for
the current-current correlation function in the 1D Holstein model. This is currently a state-of-the-art
method that represents a natural generalization of the HEOM method that was used for the calculation
of single-particle properties; see Sec. 2.5.1 and Ref. [83].

On the other hand, using the fact that the DMFT neglects the vertex corrections (see Sec. 2.5 and
Ref. [122]), but gives very accurate spectral functions, we see that those can be used in Eq. (2.51) to
obtain practically exact results for the optical conductivity in the bubble approximation. Therefore, the
discrepancy between DMFT and HEOM results serves as a measure of the importance of the vertex
corrections.

Remark 38. One of the reasons why our analysis of vertex corrections is important is because in
contrast to model Hamiltonians, the numerically exact approaches are not possible in real materials,
and the calculation of the optical conductivity thus requires the use of approximate methods. The
bubble approximation is commonly employed (see Sec. 2.4.2), but the contribution of vertex corrections
(see Sec. 2.4) largely remains unknown. In fact, even for model Hamiltonians, the contribution of vertex
corrections in a wide range of parameter regimes is often unknown, although some progress has been
made [130]. We now have a unique opportunity to gain some intuition about these questions in one
particular system - the Holstein model.

To obtain the DMFT results we first use the algorithm from Fig. 1.2 of Part II to obtain the
self-energy and spectral functions, and then we calculate the optical conductivity normalized to the
concentration of charge carriers using Eq. (2.51). As for the numerical calculation of mobility (see

159



6.2 - Optical Conductivity in the Weak Coupling Regime

Chapter 3), the exponential factor e=*" in Eq. (2.51) causes numerical instabilities, forcing us to
introduce negative frequency cutoff fix;o — f:x;\ for the calculation of integrals. The calculation
is repeated for different values of parameter A, which is decreased until the results fully converge.
Analogously, we also check that the results converge with respect to the number of & points used in
Eq. (2.51), which need to be large enough in order to faithfully represent the thermodynamic limit. If
the results have not fully converged, this can often be reflected in the optical sum rule (see Eq. (2.34))

/ dwp(w) = % ZQtO cosk/ dwAp(w)e ™, (6.1)
— k —0o0

[e.e]

which we also always check to be satisfied. The current-current correlation function on the real and
imaginary time axis is then obtained simply using Egs. (2.20) and (2.21). In theory, knowing each of
these quantities p(w), (j(t)n), (j(—iT)n) is sufficient to obtain the rest of them. Therefore, any one
of these quantities can be used for the study of vertex corrections'.

We note that, as for the single-particle properties (see Sec. 2.5.1), the HEOM method for the calcu-
lation of the current-current correlation function requires convergence with respect to two parameters:
the number of lattice sites /V, and the maximum hierarchy depth D. However, numerical problems
arise if the electron-phonon coupling constant is too strong, if the temperature is too low, or if the
phonon frequency is too small.

In addition to HEOM, we also use the QMC method [129] to crosscheck our results. Within this
method, the current-current correlation function is calculated directly on both the real and imaginary
time axis. However, it is not always possible to obtain these results for large enough times ¢, to use
Eq. (2.11) and extract the optical conductivity. This is why the QMC will only be used as a benchmark
for the current-current correlation functions.

Remark 39. We note that Veljko Jankovi¢ has not only developed the methodology for the HEOM
method, but has also generated all the data we will be using in this thesis as a benchmark. On the
other hand, the QMC data that we use were provided to us by Nenad Vukmirovi’c and Suzana Miladi’c,
as a result of their joint work.

6.2 Optical Conductivity in the Weak Coupling Regime

In Chapter 5, we analytically proved that the vertex corrections are vanishing in the weak coupling
limit. Here, we use numerical calculations to support those findings. The results are shown in Fig. 6.1.

Remark 40. The optical conductivity will always be normalized to the concentration of charge carriers
ne, and such quantity will be denoted by j1(w) (earlier this was sometimes denoted by [0 (w)). This
will not always be emphasized, but it is nevertheless something one could guess, since we are working
in the limit n, — 0.

As expected, the DMFT is in excellent agreement with HEOM and QMC benchmarks.In Fig. 6.1(b;),
there seems to be a tiny discrepancy between the HEOM and DMFT results. However, even this dif-
ference is not due to the vertex corrections, but actually due to the finite-size effects. To prove this,
we implement the DMFT on a lattice with a finite number of lattice sites N. The results are shown in
Fig. 6.2. As we see, the DMFT results for N = 160 (which was used in HEOM; see Table 6.1) are not
fully converged, but they are on the verge of doing so. In addition, the difference between the DMFT
results for N = 160 and N = 300 looks very similar to the difference between HEOM and DMFT
in Fig. 6.1(by). On the other hand, Fig. 6.2 demonstrates that N = 160 is sufficient for the imaginary

! Actually, all of these quantities contain the same information only in the ideal case, when there is no numerical error.
In practice, we will see that from the numerical point of view, quantities on a real-time (or frequency) axis are much more
useful.
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Figure 6.1: Optical conductivities and current-current correlation functions in real and imaginary
times in the weak coupling limit wy = 1, A = 0.01. All quantities are normalized to the concentration

of charge carriers.

Table 6.1: Number of lattice sites N and the maximum hierarchy depth D that correspond to

HEOM/QMC results in Fig. 6.1.

Parameters ‘ NurowMm ‘ Durom ‘ Nawmc
wp=1AXx=001 T=1.0 160 2 60
wy=1 Ax=0.01 T=5.0 40 3 60
wy=1 A=0.01 T=10.0 40 3 60
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Figure 6.2: Finite-size effects in the current-current correlation function for wy = 1, A = 0.01, and
T=1.

part of the current-current correlation function to converge. This is in accordance with Fig. 6.1(cy).
Thus, taking everything into account, we conclude that the discrepancy in Fig. 6.1(b;) must be due to
the finite-size effects.

6.3 Optical Conductivity for Intermediate and Strong Electron-
Phonon Coupling

The results for intermediate coupling are presented in Figs. 6.3 and 6.4, while the correspond-
ing values of HEOM/QMC chain lengths and maximum hierarchy depth are displayed in Table 6.2.
We observe that the vertex corrections are substantial for A = 0.5 (see Figs. 6.3(a;)—6.3(a3)). A dis-
crepancy between the DMFT and HEOM/QMC results is also evident in Figs. 6.3(b;)-6.3(b3)) and
Figs. 6.3(c1)-6.3(c2)). However, the DMFT and QMC data for the imaginary-time current-current
correlation function are in very good agreement; see Figs. 6.3(d;)—6.3(ds)). Looking at it the other way
around, we conclude that a tiny change in the imagery axis data can lead to an enormous difference in
the real axis data. This demonstrates why it is extremely difficult to extract reliable information about
the optical conductivity from the data on the imaginary-time (or frequency) axis, and why real-time
(or frequency) methods are often preferred. From now on, we will not be showing any results of the
imaginary-time correlation functions.

For A = 1 we observe that vertex corrections in u(w) are also considerable, but it seems that the
difference between DMFT and HEOM predictions is not as drastic for p(w = 0); see Figs. 6.4(a;)-
6.4(a2)). However, we should keep in mind that the temperature in both of these regimes is relatively
high, and that the comparison for lower temperatures cannot be performed due to the unavailability of
the HEOM results. In fact, in Fig. 6.3 we could observe that although HEOM predicted a huge correc-
tion for upyvpr(w = 0) at T' = 1, the relative difference between ppypr(w = 0) and pgpom(w = 0)
was drastically reduced at 7" = 10. Another interesting feature that we point out is that vertex cor-
rections can both increase and decrease the bubble mobility: ppgom(w = 0) > ppmer(w = 0) at
Flg 6.4(3.1), while MDMFT(W = 0) > ﬂHEOM(W = 0) at Flg 64(&2)

An analysis that we have now presented unfortunately cannot be easily repeated in the case of
strong electron-phonon coupling A\ = 2, as the HEOM data are not available. Therefore, we only
present the DMFT and QMC results in Fig. 6.5. We see that while the DMFT is in agreement with
QMC for small ¢, the difference between these methods can be observed for larger times. However, it is
hard to quantitatively estimate the significance of vertex corrections in this case for x(w), as accurate
QMC results are not available for long enough times.
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Figure 6.3: Optical conductivities and current-current correlation functions in real and imaginary
times in the intermediate coupling regime wy = 1.0, A = 0.5. All quantities are normalized to the
concentration of charge carriers.
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Figure 6.4: Optical conductivities and real-time current-current correlation functions in the intermedi-
ate coupling regime wy = 1.0, A = 1.0. All quantities are normalized to the concentration of charge

carriers.

Table 6.2: Number of lattice sites N and the maximum hierarchy depth D that correspond to
HEOM/QMC results in Figs. 6.3 and 6.4.

Parameters | Nugom | Dueom | Nouc
wp=1 AX=05T=1.0 13 6 10
wp=1 AX=0.5 T=10.0 5 21 10
wp=1AX=10 T =20 7 12 7
wp=1AX=10 T =10.0 7 12 7
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Figure 6.5: Optical conductivities and real-time current-current correlation functions in the strong
coupling regime wy = 1.0, A = 2.0. All quantities are normalized to the concentration of charge
carriers. Here, Nouc = 10.
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6.4 Optical Conductivity Close to the Adiabatic Limit

Let us now investigate the optical conductivity close to the adiabatic limit (i.e., the case when wy is
small). In this regime, the constituents of crystal lattice? oscillate slowly around their equilibrium
position, causing the electron to observe a disordered system on a short timescale ¢ < w; *. However,
this is a dynamical disorder. As a consequence, there is no Anderson localization, and the electrons’
motion starts being diffusive for large times ¢ > w;'. This is relevant for the study of organic
semiconductors, as the oscillations of their composing molecules are slow due to their large masses
and weak restoring Van der Waals forces. The mobility in these systems is described using the so-called
transient localization scenario [124] that takes into account both the short- and long-time behavior of
electrons. Although an interesting idea for future work, we will not apply the transient localization
scenario in our analysis, but will instead focus on the behavior of the system at timescales® ¢ < wy?,
which can be described using only the static disorder. Therefore, our description of optical conductivity
will be inadequate for w < wy (we will get Anderson insulator for w = 0), but the predictions for
w 2 wp will be quite reliable. This will hopefully enable us to reproduce one of the characteristic
features, which is the finite frequency peak in optical conductivity (also called the displaced Drude
peak) [49, 124]. This will be an important crosscheck for HEOM results.

6.4.1 Replacing Phonons with Static Disorder

From the electron’s point of view, the molecules constituting the crystal lattice look like a static
disorder on short timescales t < w; ', because they are displaced from their equilibrium positions,
but do not have enough time to move. Stated more formally, in this case, it is possible to remove
the phonons from the Hamiltonian, and replace them with a single particle random potential that is
diagonal in the coordinate space. This can be seen by rewriting the interaction term of the Hamiltonian

as follows
Hy_pn = —g Z(ai + a;[)ni = —gV 2wy Z Xing, (6.2)

where n; = cjci, while X is the coordinate operator of i-th molecule. In the case we are consider-
ing t < wy', the operator X; in Eq. (6.2) can be treated classically by replacing it with a random
variable with an appropriate probability distribution p(x). Then, the calculation of arbitrary quantity
requires repeating the calculation for many different classical realizations X; (taken from probability
distribution p()), and averaging the end result.

Since we are working in the limit of vanishing electron concentration, p(x) is actually solely
determined by the phononic part of the Hamiltonian

Hpyn = woa'a, (6.3)

and is thus given by

1 & 1 > 1
pa) = 5 D e @lun)? = (el D2 P ) (i o) = 2 (ale P rfa), (6.4)
P n=0 n=0

P P

J/

—c—BH
where Z, is the partition function and ,, are the eigenstates of Eq. (6.3) (i.e., they are Hermite
functions). From Eq. (6.4) we see that p(x) is just a density matrix of the harmonic oscillator in
coordinate representation, which can be found in many books [131-133]. We follow along Ref [131],
and formulate:

’In the remaining part of this chapter, the constituents of crystal lattice will be simply referred to as molecules (as it is
the case for organic semiconductors).
3In the Fourier space, this corresponds to frequencies w > wy.
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Theorem 7. The probability distribution p(x) is a Gaussian

p(z) = ! e_%, o’ = Lcth <@> ) (6.5)

_O' 2T

Proof. We start from Eq. (6.3), and drop the term Zip, which is justified as long as we normalize

p(z) at the end of the calculation. Since p(z) is no longer normalized, it does not provide any useful
information for a single value of x. This is why we want to examine its value when we vary the
argument, i.e. p(x + dx). It can be expressed using the momentum operator P as follows

p(z + dz) = (x + dzle” " |z + da) = p(z) + ida(z| [P, o] |z). (6.6)
This was obtained using the fact that the momentum operator is the generator of the translations
|z + dz) = e7P|2) ~ (1 — idzP) |z). (6.7)

Our task is thus reduced to the calculation of the second term in Eq. (6.6). This could be easily
accomplished if there was the coordinate operator instead of the momentum operator in Eq. (6.6)
(since X acts trivially on |x)). In that sense, the following lemma practically solves our problem:

Lemma 3. The following relation always holds

[P, e P ] = iwo{X, e "™} th (%) , (6.8)

where {, } is the anticommutator.

Proof. Since P o< a — a, it is useful to examine what happens if we try to commute a (and a') with
e PHon — ¢—Pwoa’a Thig s facilitated using the famous
Baker—Campbell-Hausdorff formula

1

e’ A = A+ (B A+ (B, [B.A] + ... (6.9)

giving:

t t 52‘*}8

e Pwoatagpfuoata — 5w0[aTa, al + 91 [aTaa [aTa, al] = ae’. (6.10)

Hence:
efﬁwoa]‘aa — eﬁwoaefﬁwoafa’ (6.11a)

and analogously

e—ﬁwoaTaaT — 6—5w0aT6—5WOaTa‘ (611b)

We would now like to add/subtract these two equations and somehow get the terms proportional to
a — a', giving momentum operator and terms proportional to a + a', giving coordinate operator. This
can be accomplished by writing the exponential e~#0 as

efeo — 1““" — r=th <%) (6.12)
—x
Egs. (6.11a) and (6.11b) become:
[1 —th (%)] e~Bwoala o [1 + th <%)] a e~Pwoala (6.13a)
[1 + th (%)} e~Pwoala ot [1 —th (%)] al e=Pwoata (6.13b)

167



6.4 - Optical Conductivity Close to the Adiabatic Limit

Subtracting Eq. (6.13b) from Eq. (6.13a) and simplifying the obtained expression, we get

la — a',e ] = —{a + a',e P }th <5w0) (6.14)

Multiplying both sides with —@\/@ we finally obtain
[P, e ] = iwp{X,e P} th (5“’0) , (6.15)
which proves the lemma. ]

Let us now continue the proof of Theorem 7, and go back to Eq. (6.6)

d
Z<“"> — _wth <5w0) (X, e} ) = —2uyth (ﬁzo) 2 p(a). (6.16)
x
This is a simple differential equation whose solution is exactly the Gaussian in Eq. (6.5). This com-
pletes our proof. 0

Therefore, we conclude that in the case we are considering, the electron-phonon interaction can be
replaced with an interaction of the form

Hint — ZEZTL“ g = —gvV QOJOXi. (617)

where X; can now be understood as a classical random variable with a probability distribution that
is given in Eq. (6.5). To make this even more simple, ¢; can also be regarded as a random variable
with the appropriate distribution. Since the distribution of X is given by the Gaussian (see Eq. (6.5)),
we conclude that € will also have a Gaussian distribution, centered around zero, with the following
variance

1 1
02 = Var [¢] = 2wpg*Var [X] = g°cth (B 0) =2¢° (§ + m) : (6.18)
Hence, the probability distribution for ¢ is given by:
1 -2
pe(€) = e 2%, (6.19)

6.4.2 Anderson Approach

So far, we have seen that for the short-time dynamics, the electron-phonon interaction term in the
Hamiltonian can replaced by Eq. (6.17), where ¢; is the random variable with a probability distribution
given by Eq. (6.19). Hence, the phonons are completely removed from the picture, and the total

Hamiltonian is given by
H=—tgy (e + He ) + 3 ems (6.20)

In the case when there is only /V lattice sites in the system, the Hamiltonian can be written in the
following matrix form

(59 —ty 0 0 0 0 0 —t]

—to &1 —t() 0 0 0 0 0
0 —to &1 —to 0 0 0 0
0 0 —ty e ... 0 0 0 0

H=": : : : : : : : Co (6.21)

0 0 0 0 En—4 1o 0 0
0 0 0 0 —to EN-3 —to 0
0 0 0 0 0 —to EN—-2 to

—to 0 0 0 0 0 —to EN-1

168



6.4 - Optical Conductivity Close to the Adiabatic Limit

where the periodic boundary conditions were assumed. The most straightforward way to solve this is
to simply use the exact diagonalization. As a result, we would get eigenvectors |n) and eigenvalues
E,, that can be used to obtain the optical conductivity from Eq. (2.18) as follows*

Reo (w N/ dte™" [(j(t)7) — (47 (1))]

- dtewzze B (i (0)l) — L@, (6.22)

where 1 is the identity operator and Z = > e #Fn is the partition function. If we now expand the
identity operator as 1 = ) |m)(m/, we get

N zwt _
Reo(w / ats E Z| nljlm)? (e (Bn—Em) _ e—zt(En—Em))
— 5oz S [ e (gl [ dgeitertn B
w —00
Nm 4o \(2 [—BE —BE
= —= 2 llilm)l? [ = ] 8w = B+ B, (6.23)

In this case, the concentration of electrons is 1 /N, implying that

uw) = == 3 I Njlm) P [ — e 5w — Ep + Bn)., (6.24)

where the matrix element is easily calculated using Eq. (C.34). As we already emphasized, within this
approach we should be able to reproduce the displaced Drude peak. However, this method is not able
to correctly reproduce p(w) for w < wy, and it incorrectly gives an Anderson insulator for p(w = 0).

Remark 41. From Eq. (6.24), we see that j1(w) is given as a series of Dirac delta peaks. Therefore, to
plot this quantity we will always use a Lorentzian representation of delta functions with some small
half-width n. However, we note that broadening 1) is only used for plotting, whereas all calculations
are performed exactly (within this method).

6.4.3 Coherent Potential Approximation

Before we move on to the results, let us first note that the same DMFT procedure we reviewed in
Chapter 1 of Part II, can be also applied to the Hamiltonian with disorder in Eq. (6.20), instead of
the full Holstein Hamiltonian. This constitutes the so-called coherent potential approximation (CPA).
The advantage of CPA is that its application is not restricted to the Holstein model, but can also be
applied to much more general systems. However, it does not take into account the vertex corrections.
Nevertheless, this technique was widely used for the study of disordered systems [134]. Now, we have
a unique opportunity to quantitatively examine the reliability of this method in one particular model,
the Holstein model, by comparing its predictions for the optical conductivity with the DMFT, which
calculates the bubble term almost exactly.

In practice, the CPA is, in our case, applied as follows: We start with an initial guess’ for the self-
energy Y(w), calculate the local Green’s function G(w) using® Eq. (1.108) from Part II, and obtain
Go(w) from the Dyson equation

Go(w)™ = G(w)™ +2(w). (6.25)

“We already set the lattice constant to unity, so we can freely interchange V < N.
The algorithm is so stable that we can practically use any function as an initial guess.
5This is the local Green’s function for the 1D case.
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6.4 - Optical Conductivity Close to the Adiabatic Limit

Then, we find the impurity Green’s function Gy, which is actually just a resolvent 1/(Go(w) ™! — ¢)
that needs to be averaged over the many different realizations of the random variable ¢, with a proba-
bility distribution that we derived in Eq. (6.19)

Glanp (W) = <(G0(w)—1 _ 8)—1> _ /oo da%

—00

ST Or | i b
__\/’e o { Z+erﬁ<\/§asGo(w))]7 (6.26)

where erfi is the imaginary error function. The self-energy in the next iteration is obtained by again
using the Dyson equation
Y(w) = GyHw) — Gyl (w), (6.27)

imp

which closes the loop. This is now repeated until the condition for convergence Gimp(w) = G(w) is
reached (up to some predefined accuracy). As a result, we obtain the self-energy that can now be used
to calculate the spectral function as

1 1
Ar(w) = _;Imw —Y(w) — e’

(6.28)

and also the optical conductivity and current-current correlation functions using Egs. (2.51) and (2.11),
respectively.

Remark 42. The self-energy in the CPA method is, analogous to the DMFT, k-independent.

6.4.4 Numerical Results

The numerical results for optical conductivity and current-current correlation function in the regime
wo = 1/3 are presented in Fig. 6.6, while the numerical parameters for HEOM are displayed in
Table 6.3. In panels 6.6(a;)—6.6(az) we see that the contribution of vertex corrections is substantial
(compare HEOM and DMFT). We also observe that in constrast to Fig. 6.3(a;), where ppgowm(w = 0)
was significantly larger than ppypr(w = 0) for low temperature regime, here the roles are reversed.

While the vertex corrections are responsible for the difference between the predictions of the
DMFT/CPA and HEOM/Anderson, let us now compare the methods within each of these categories
separately. We see a remarkable agreement between DMFT and CPA. Of course, the CPA method by
construction cannot capture the vertex corrections, but apart from that, despite being simple, displays
the far-reaching capabilities for the calculation of the optical conductivity in the bubble approximation.
Although we show the results for only two different temperatures in Fig. 6.6, we actually conducted
comparisons in a wide range of electron-phonon couplings and temperatures, and we always found an
excellent agreement between DMFT and CPA. We note that one of the known shortcomings of CPA
is the fact that it cannot predict an insulating behavior fiangerson(w = 0) = 0. However, this is actually
better in our case, since we are dealing with dynamic, instead of static, disorder.

A good agreement can also be observed between HEOM and Anderson approach, as the latter
is capable of capturing the most prominent feature of the spectrum - the displaced Drude peak. The
only significant discrepency between Anderson and HEOM can be observed w < wy, where we
know that Anderson approach gives incorrect predictions due to the fact that it does not take into
account the dynamical motion of molecules. We note that due to Anderson localization we should
get fianderson(w = 0) = 0, but the results in Figs. 6.6(a;)—6.6(ay) suggest otherwise. The reason for
this apparent contradiction lies in the fact that we used artificial broadening for plotting the Anderson
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Figure 6.6: Optical conductivities and real-time current-current correlation functions in the regime
close to the adiabatic limit wy = 1/3, A = 1. All quantities are normalized to the concentration of
charge carriers. In panels (a) and (b), we use the Lorentzian broadening with half-width = 0.05 for
Anderson results.

Table 6.3: Number of lattice sites /V and the maximum hierarchy depth D that correspond to HEOM
results in Figs 6.6.

Parameters | Nueom | Durom
=13 A=1T=1 7 12
wo=1/3 A=1T=5 6 15
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6.5 - Optical Conductivity in the Regimes where the Phonon Frequency is Large

results in Figs. 6.6(a;)—6.6, by replacing the Dirac delta functions in Eq. (6.24) with their Lorentzian
representations. This was avoided in the case of the current-current correlation functions, which were
calculated using a formula that is obtained by plugging Eq. (6.24) into Eq. (2.20)

1, ... 1

—(j(0)j) = 5 D e En e B (| N ) (6:29)

m,n

In this expression there are no delta functions, so no broadening was needed. In accordance to the
results for p1(w), we see that HEOM and Anderson are in agreement for small times; see Figs. 6.6(b;)—
6.6(bs) and Figs. 6.6(c1)-6.6(c5).

6.5 Optical Conductivity in the Regimes where the Phonon Fre-
quency is Large

Since the HEOM data are here largely unavailable, and also since we already gave a thorough analysis

of the vertex corrections in other regimes, we just present the results in Fig. 6.7 without further
discussion.
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6 (a1)] 010! (@3) 11
4 ' o
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Figure 6.7: Optical conductivities, normalized to the concentration of charge carriers, close to the
antiadiabatic limit wy = 3.
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6.5 - Optical Conductivity in the Regimes where the Phonon Frequency is Large

Table 6.4: Number of lattice sites N and the maximum hierarchy depth D that correspond to the
HEOM results in Fig. 6.7.

Parameters | Nueom | Durou
wo=3 A=05T=20 10 8
wp=3 A=05 T =50 7 12
wp=3 A=05 T =10.0 5 19
wo=3 A=10T=50 7 12
wo=3 A=1.0 T =10.0 5 21
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In this thesis, we gave a comprehensive study of single particle and transport properties of the
Holstein model, which was introduced in Part I. Part II was devoted solely to the single particle
properties, or more specifically to the calculation of quantities such as effective mass, ground state
energy, spectral functions, and correlation functions in imaginary time, using different methods. For
this purpose, in Chapter 1 we reviewed the dynamical mean field theory and showed how this method
can be applied to the Holstein model in a stable and numerically inexpensive way. Since the impurity
problem was already solved analytically in Ref. [56], in terms of the continued fraction expansion, the
stability of the DMFT algorithm (see Fig. 1.2) rested upon our ability to accurately evaluate the local
Green’s function on a real frequency axis. As this cannot be done using a straightforward trapezoid
integration due to the strong numerical instabilities, we developed a numerical scheme that solves this
problem in Sec. 1.8. In addition, we showed that the local Green’s function can actually be evaluated
analytically in 1D and 2D cases with nearest neighbor hopping. As a result, in these cases, we obtained
that a single iteration of the DMFT algorithm in Fig. 1.2 has an analytic solution. Having in mind that
a convergence of a DMFT loop in a typical (not too extreme) regime requires only on the order of 10
iterations, it is clear how incredibly numerically cheap this method really is.

The numerical efficiency and stability of the DMFT became important only after we have con-
cluded that this method gives accurate and reliable predictions in the Holstein model, irrespective of
the parameter regime. This was established in Chapter 2. To be more precise, we observed a remark-
able agreement between the DMFT predictions and the best available results in the literature for the
effective mass, the ground state energy, and the spectral functions, which were calculated for weak,
intermediate, and strong electron-phonon coupling strength coupling, as well as close to the atomic
limit. In addition, we calculated the first nine spectral sum rules exactly, and numerically checked
that DMFT satisfied all of them. We also showcased the superiority of the DMFT compared to the
(self-consistent) Migdal approximation, which is a commonly used method. Comparisons of the imag-
inary time correlation functions between various methods were also conducted. However, we saw
that it is very hard to draw conclusions from the imaginary axis data, as even a tiny difference in the
imaginary axis correlation functions can correspond to substantial differences in spectral functions.
All our findings from Chapter 2 can be summarized by saying that DMFT provides approximate, but
exceptionally accurate and numerically cheap results for the single-particle properties of the Holstein
model.

Our results now establish the DMFT as one of the best benchmarks for the Holstein model, against
which other methods can be tested. One such method is the (second-order) CE method, which was
examined in Chapter 3. CE is increasingly popular because it can be easily applied to different models
and to real materials as well. This is why it is important to examine its range of validity, which
we did using the Holstein model as a testing ground. In our comprehensive analysis, we applied
the CE method in a broad temperature range for three phonon frequencies wy/ty = 0.2,0.5 and
1, covering a regime from a weak to strong electron-phonon coupling. We mostly focused on the
1D system in the thermodynamic limit, but some of the results are shown also in 2D and 3D. To
avoid numerical instabilities and to reach high numerical precision, we derived a number of analytical
expressions and we used the Levin’s collocation method in calculations of the cumulant, as well as an
interpolation scheme for the Fourier transform in corresponding calculations of the spectral functions.
The quasiparticle properties, spectral functions, and charge mobility were shown in comparison to the
DMFT and SCMA results.

We observed that at weak coupling (roughly corresponding to mg/m* 2 0.9) CE, DMFT, and
SCMA give very similar spectral functions. Most of the spectral weight for k£ = 0 is in the quasiparticle
peak, while a small satellite is rather well reproduced in all three methods. As the interaction increases,
a clear difference in the spectral functions emerges. Nevertheless, the positions of the CE and DMFT
quasiparticle and the first satellite peak at low temperatures are in rather good agreement. Furthermore,
the overall spectral weight distribution is in a decent agreement even though the satellite peaks are
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more pronounced in DMFT for stronger electron-phonon coupling. Roughly speaking, there is a decent
agreement in 1D up to the interactions corresponding to mg/m* ~ 0.5. Interestingly, the agreement
between the CE and DMFT spectral functions persists also for £ = 7, although CE does not capture a
tiny quasiparticle peak. In this case, the DMFT spectral weight almost merges to a single broad peak.
We note that the disagreement between the predictions of the CE and the reliable benchmark that was
observed in Ref. [116] for £ = T, is solely due to considering a lattice of finite N = 6 size [87],
while our results demonstrate that those discrepancies are significantly reduced in the thermodynamic
limit N — oo. However, the deviation of CE from the exact solution is most obvious for intermediate
momenta where the CE solution merges to a single peak, while the satellite structure is seen in DMFT.
At high temperatures, the CE gives decent results, much better than the SCMA, and one might suspect
that the CE would be exact in the limit 7" — oo. However, this is not the case as we proved using
the spectral sum rules. It turns out that the CE gives the exact spectral moments only up to the order
n = 4, while it incorrectly predicts the prefactor in the leading order term (with respect to 7', when
T — o0) forn = 5.

For a correct interpretation of the results we obtained in Chapter 3, we always need to keep in mind
the potential of our methods for application in other models and real materials. CE and MA are both
relatively simple and inexpensive to apply, which is why the comparison between these two methods
seems the most fair. We note that although the DMFT appears computationally superior to CE, we
note that the numerical efficiency that we achieved with DMFT is restricted to the Holstein model,
while the numerical resources for predicting the properties of real materials within the DMFT are
vastly increased, and the issue of nonlocal correlations may also emerge. Nevertheless, DMFT is very
useful as a reliable benchmark in the Holstein model, as it can be used as a judge to decide which of
the other methods performs the best. Having this in mind, our results readily demonstrated that CE is
vastly superior to MA. Furthermore, we also obtained that the CE gives slightly better results than the
self-consistent MA (i.e., the SCMA), despite the fact that the CE does not require any self-consistent
calculations. Of course, for a definitive answer on the range of validity of CE in connection with
ab initio calculations, one needs to perform a similar analysis for the Frohlich model and for other
models which can be used for realistic description of the electronic spectra and charge transport in real
materials. A useful hint in this direction is provided by Ref. [112] which shows that the CE, around
the bottom of the band, gives promising results for the spectral function even in the case when the
phonons have a dispersion [135].

In Part III of this thesis, we provided an in-depth study of transport properties in the Holstein model.
In particular, we concentrated on the study of optical conductivity, normalized to the concentration of
charge carriers y(w), and a DC version of this quantity, i.e., the mobility i = p(w = 0). Both of these
were calculated using the linear response theory. Within this formalism, p(w) is naturally written as
a sum of the so-called bubble term, which is completely determined by the single-particle properties,
while the remaining contribution is known as the vertex corrections. In practice, the vertex corrections
are notoriously hard to calculate, which is why the bubble approximation is usually employed in real
materials. This is why it is of paramount importance to understand both the capabilities of different
methods to produce accurate results in the bubble approximation, as well as the importance of vertex
corrections, which are usually neglected. Our goal was to answer these questions on one particular
example - the Holstein model.

Since the single-particle properties were already well studied in Part II, we used them in Chapter 3
of Part III to calculate the mobility using the DMFT, CE, SCMA, and MA. As before, the DMFT
was used as a benchmark, which is justified due to its excellent capabilities for accurately predicting
the spectral functions, as we already discussed. The agreement between DMFT and CE was quite
good. This is the case even for stronger electron-phonon coupling where the CE even indicated non-
monotonic behavior of 1(7"), with a region of increasing mobility with temperature which is usually
assigned to hopping conduction in phenomenological theories. For strong electron-phonon coupling,
the CE mobility results were obtained only for 7" 2 ¢, since a very small numerical noise at frequencies
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w K B, affects a precise calculation of mobility at lower temperatures. While it would be ambitious to
expect that the CE would continue to produce reliable results even for low-temperature mobility in the
strong coupling case, this method nevertheless produced quality results well beyond the regimes where
we would expect a perturbative method to be trustworthy. This was not the case for the SCMA and
MA, which were clearly worse. However, we note that SCMA provided a significant improvement to
the mobility predictions of MA. For high temperatures, we observed that the temperature dependence
of mobility results within CE, DMFT, and SCMA assumed a universal form: for weak electron-phonon
coupling ;1 o< T2, while for somewhat stronger coupling z oc 7~3/2. These high-temperature limits
were also obtained analytically from the CE. While one might find it surprising that the CE was able
to produce any meaningful results for y, due to its inability to correctly capture the spectral functions
for k % 0 and k % 7, we note that £ = 0 are actually giving the largest contribution for x in the
case of small concentration of charge carriers, which we are considering. To summarize, we argue that
the CE will be most useful in calculations of charge mobility, as has already been done in ab initio
calculations for SrTiO3 [98] and naphthalene [99].

This analysis would not be complete without examining the contribution of the vertex corrections
for y4(w). In Chapter 5, we analytically proved that the vertex corrections are actually vanishing in the
weak coupling and atomic limits of the Holstein model. In all other regimes, vertex corrections were
examined numerically, by using the DMFT for obtaining the results in the bubble approximation, and
comparing them to the predictions of the hierarchical equations of motion (HEOM) method, which
calculates j(w) in a numerically exact way. The discrepancy between these results determined the
significance of the vertex corrections. While our numerical results confirmed that the vertex corrections
for small electron-phonon coupling strengths are indeed vanishing, we observed substantial vertex
corrections in both the intermediate coupling and near-adiabatic regimes. In addition, we saw these
vertex corrections can lead to an increase in mobility (compared to the bubble result) in some regimes,
while leading to a decrease in other regimes. While a natural continuation of this line of research would
be to repeat this analysis in the Frohlich model, we note that the Holstein model currently stands as a
unique electron-phonon model where such an in-depth study, that we presented, was possible. Another
way, which is actually within our reach, to build upon these results is to study the near-adiabatic
regime more deeply, where the so-called displaced Drude peak is observed both in HEOM solution
and in the Anderson approach. This suggests that the transient localization theory [124] would produce
interesting results. We leave this for our future work.
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Appendix A - Numerical Fourier Transform of Green’s functions

Numerical Fourier Transform of Green’s functions

In this section we will show how to do Fourier transform and inverse Fourier transform of Green
functions using the FFT algorithm.

A.l Transform G(t) — G(w)

At first glance, this seems to be pretty straightforward. However, the problem arises because the
Riemann approximation

Gw) = / h ’“tNAtZG gitn. (A1)

—00

fails for large w. Namely, no matter how small' At is, for large enough w, the "integrand" will make
several oscillations in the interval (¢, t,, + At). In order to overcome these difficulties, we use some
kind of interpolation scheme and integrate analytically. This idea originated from Ref. [123], and we
here review the main ideas from that reference.

It is not advisable to use ordinary Lagrange interpolation

ZG (A.2)
mt —t

not only because it is highly impractical (since the order of polynomial /V is so large), but also because
high-degree polynomials have a notorious ability to “wiggle”, thus potentially producing serious errors.
Instead, we will use a piecewise polynomial which will be obtained by the interpolation using only
a few nearest points. In the cubic case, which we will examine, we need four nearest points. Two of
those points are located on the left (from the point ¢ we are examining), whereas the other two points
are on the right, if the point ¢ is not located in the first (o, 1) or in the last sub-interval (ty_2,tx_1).
Otherwise, we are forced to take one point on one side and three on the other. This will cause some
complication as we will see.

Notice that Lagrange interpolation polynomial in Eq. (A.2) is linear in G(¢t;). In fact G(¢;) is

multiplied by:
t—1;
K; . A.
(5) oo

_H ti — 1, _H{ Atz—j]

J#z Lo j#i

"We always assume that both ¢-grid and w-grid are equidistant.
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Since, our G(t) will be approximated as a piecewise Lagrange polynomials, that means that it can also
be cast into form

Glt) = 3 Glt)K; (t ;;ﬂ' > . (A4)

In this case, the product in Eq. (A.3) does not go over all j, but only over four nearest j. That means
that &; would be the same for all j if there were no boundary points. To account for the boundary
points, we will rewrite K as a term that is independent of j and another, correction term C'; which
will account for these boundary points

Glt) = Ng: Gt K (t ;ttj) + 32660 (t ;fj) | (A.5)

The kernel function /K can be obtained using (A.3), but technically it is probably easier to obtain it
by interpolating a few key values K (0) = 1 and K (n) = 0 for n € Z {0} - this condition ensures the
consistency condition G(t = t;) = G(t;). Of course, K (x) is always obtained by interpolating to the
nearest four points - two to the left and two to the right. The correction term can be obtained similarly
using the condition C;(0) = 1 and C}(n) = 0 for n € Z {0}. This will differ from K (z) only because
the nearest four points on the first and last sub-interval will have to be taken as one on one side and
three on the other.
The Kernel function can now be expressed as

K(x) :%(x —1)(z+1)(z —2)0(z)0(1 — x)

S D@+ 1)@+ 20(=2)0( + 1)

2
—é(g; (=) — 3)0(2 — )0z — 1)
+é(x+ D+ 2)(x + 3)0(—1 — 2)0(x + 2), (A6)
while the correction terms are:
Colz) = — é(w ) - 2)(x - 3) — K(), (A7)
Ci(z) = %(m (x4 D — 2)0(z + 1)0(1 — 2)
— 5= )~ 2(x — 3~ 1DP@ ~ 7) — K(x), (A.7b)
Colz) = — %(a: ~ D)+ 1)@+ 2)0(—2)0(x +2)
5 =D+ 1) - 201~ )
_ %(ac )z —2)(x — 3)8(z — DI — 2) — K(x), (AT6)
() = é(m Dz +2)(x +3)0(x + 3)0(—2 — ). (A7d)

We can now use this in Eq. (A.5) and integrate analytically

dtG(t)e™!

G(w):/
N:(io [e’e) t—t: N—1 o ; ;
- j — iwt . . Y iwt
— 2 G(tj)/oodtK( A7 )6 + ]Z:;G(tj)/oodtcj ( A7 >6 ) (A.8)



% whereas in the second one, we will use

In the first integral we will use the substitution z = N

T = A’;“” We obtain
Z At G(t;) K (0) + Z Ate“tnin Gt i) 5 (6), (A.9)
where
0 = wAL, (A.10a)
K(0) = / dze K (z), (A.10b)
C;(6) = / e Ci(x — j). (A.10c)

The second term in Eq. (A.9) has only a few terms. It is thus easy to compute. On the other hand, the
first term can be computationally expensive, so we will try to use FFT to compute it. Setting

2 N
Winin = 0; AwAt = —W; w, =nAw; n=01.——1, (A.11)
N 2
and using the same conventions for the FFT as python
Z fie % = FFT[f;],, (A.12a)
=
fi= ; J,¢i% = IFFT [fjh, (A.12b)

where i is the imaginary unit and the number of data points is of the form N = 2!, [ € N, we see that
the first term in Eq. (A.9) becomes

K(©)) G(tj)e* = K(O)N -IFFT [G(t;)],, - (A.13)

Let us note that the second term in Eq. (A.9) can be made a little bit simpler if we notice that Cn_1_ j
and C} can be related using the symmetry condition Cy_;_;(x) = C;(—=z). Thus

Cn_1-(0) = / dee®™ Oy 1 j(xr — N+ 1+ j) = / dve® Cj(N —1—j — )

—00

:/ dye® NIV (y — j) = NI (0)7
— eiw(tmaz_tmin)é‘j(e)*‘ (A‘14)

Combining everything obtained so far we get

G(wy) =Ateintmin [Nf((e) IFFT [G(tj)]n]
+ Ateintnin [C‘O(G)G(tmm) 4 CL(O)G (tim + AL + ]
+ Ateisntmas [00(9)*G(tmam) + C1(0) Cltmas — AF) + } . (A.15)
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The third and fourth lines have only a few terms. In our cubic case, each of them has only four terms.
We note that the negative frequencies w < ( are obtained using a similar procedure as the one we
presented after we use the substitution ¢ — —¢ in Eq. (A.1).

The only thing that remains is to calculate K (8) and C;(6). This can be obtained straightforwardly
using (A.10), (A.6) and (A.7). We get

~ 6 + 0>
K(9) = :;;4 [3 —4cosf + cos 26|, (A.16a)
. —49 2 2 — cos 2 —12 3 ?)sin 2
G (0) = + 5602 4+ (6 + 6%)(8 cos § — cos 9>—|—i 0 + 66° + (6 + 6%) sin 9’ (A.16b)
664 664
~ _ —4(3—-60%)4+2(64+6%)cosf  —120+2(6+ 6%)sinf
Cy(0) = g1 +1 g1 , (A.16¢)
~ oo 2(3—0%) —(64+6%)cosf 60— (6+6%)sinb
C3(0) = G +1 G . (A.16d)
In our cubic case, all the other correction terms are zero.
A.2 Transform G(w) — G(t)
To perform the inverse Fourier transform by definition, we need to evaluate
)= [ Lowye (A.17)
= . g w)e . .

It seems logical that we can evaluate this integral using a procedure analogous to the one we presented

in the preceding section. However, now there is an additional problem, since GG(w) has a has a high-

frequency tail of the form ~ %, as can be seen using the fact that the Green’s function is retarded

G(t <0) =0 )

G(w) = dtG(t)e™"
0
iwt |00 o0 iwt
_ o - / dt G'(t)<
iw |, 0 tw
_ G(O) / et > " e
== - {—G(t)wQ 0 +/0 dt G"(t)—
_ ZG(O) B G (0) _ i/ dt G,/(t)eiwt, (A.18)
w w? w? Jo

and employing the Riemann-Lebesgue lemma to show that the last term goes to zero faster than é
meaning

_iG(0)  G'(0)

w w2

G(w) as  w — Foo. (A.19)

As a consequence of this high-frequency tail, G(w) falls off very slowly to zero for w — oo, forcing us
to use an extremely large domain in w in order to get somewhat decent results. We would like to avoid
this since G(w) is most often calculated using some numerical algorithm, which means that obtaining
G(w) in a large w domain would require a significant amount of computational time.

One of the ways to deal with this issue is to rewrite the Green’s function as

Gw) = [G(w) = T(w)] +T(w), (A.20)



where T'(w) denotes the high-frequency tail of G(w). Now, we can perform the inverse Fourier trans-
form on G™*(w) using a procedure, completely analogous to the one we presented in the previous
section, since this quantity now has no high-frequency tail. Since this was already explained in detail in
Sec. A.1, we focus on performing an inverse Fourier transform on 7'(w). This can be done analytically.
Here, we review how this is done within the TRIQS software library [136].

From Eq. (A.19), we see that 7'(w) is of the form

1 1y
T(w) = ot (A.21)
where ¢; and ¢ need to be determined, as G(0) and G’(0) are not initially known. This can be easily
done using fitting, or using the spectral sum rules.

Before we proceed, let us note that we unwillingly introduced the singularity at w = 0. This
can pose some serious problems for numerical considerations of G™* (w), so we will have to modify
our tail function before going further. We want to modify 7'(w) in such a way that we get the same
asymptotic behavior (up to a square order in %) and we also do not want to create any additional
singularities. This can be done by adding a conveniently chosen infinite series of the form 103% to the

Eq. (A.21). There are many ways to do this, and we present only one of them

1 1 1 1 1 1
T(w):tl J—E‘FE—F... +t2 E_F—i_ﬁ—i_m
tlw tQ

14 w? + 14 w?
Sty +ity) N Sty — ity)
w1 w—1

(A.22)

This way we removed all singularities from the real axis 7(0) = t,. One additional problem (that is
not completely obvious) can arise if this tail function has a large peak near w ~ 0, and if our w grid
is not dense enough. We can fix this without introducing a finer grid by modifying our tail function
again. We will introduce the parameter a, that will be conveniently chosen, which will smear off our
peak

4
tw to
T 21@? @t
_atitie) 3= i) (A.23)

Now, our peak will be smaller 7(0) = 4. It turns out that good results can be obtained by setting

0= c VNAw, (A.24)

where N is the number of data points used, and ¢ > 1 is arbitrary number such that ¢ << v/N. It is
recommended to make c as large as possible, but ¢ = 1 will be just fine in most situations.

Since we finally found our tail function in Eq.(A.23), we can now transform it to the time domain
analytically. This is easily done using the:

00 dw e—iwt .
— = —ie “O(t A2
/Oo 2T w +ia ie6(1), (&.253)

o) d —iwt
/ Y (A.25b)

w0 2T W —ia
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Both of these relations can be trivially proven using Cauchy’s residue formula. Now, the time-domain
tail function takes the form:
1 t 1 t
T(t) = 5t + i2)(=i)e " 0(t) + St = i2)ie™0(—t). (A.26)
a a

Now, we have everything we need to perform both the Fourier and inverse Fourier transforms in a
numerically efficient and accurate way.
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Numerical Integration Scheme for the Calculation of
Highly-Oscillating Functions in the CE Method

The purpose of this appendix is to show a numerical procedure for the calculation of the cumulant func-
tion C(¢) in the Holstein model. To achieve this, we start from Eq. (3.43) of Part II. This expression
can be separated into two terms

¢ t
Ci(t) = —th/ dx iD(x)e™x Jo(2tex)® + g2/ dx x iD(x)e™* Jo(2tex)". (B.1)
0

0
In practice, the cumulant function is stored on a computer as an array [Cx(to), Cx(t1) . . . Cx(ta)],
which represent the values of Cy(t) for times [ty = 0,5 ... tg] (this array of times will be referred to
as the ¢-grid). Therefore, to avoid integrating over the same interval multiple times, it is much better to
divide both of the integrals fot in Eq. (B.1) into a sum of integrals of the form f:_l , where t; are times
from the previously defined ¢-grid

tit1 tit1
Ck(t) = —thZ/ dx iD(z)e™ Jy(2tox)? + ¢ Z/ dx x iD(z)e™* Jy(2tex)?. (B.2)
- t;

The numerical procedure for the integration of each of these intervals is the same', so we focus on just
one of them, say, t € (¢;_1,t;). From now on, to shorten the notation, we denote a = ¢; and b = ;.
Therefore, all the integrals in Eq. (B.2) can be written in the following form

b
I:/ dx g(x)e™" Jy(rox)?, (B.3)

where g(x) is either a linear or a constant function, while? r; = ey £ wy, and 1y = 2t,. Now, our task
is reduced, and we just need to find a numerical scheme for the calculation of the integral in Eq. (B.2).
Luckily, this has already been studied by Levin for arbitrary r; and r5 and slowly varying g(x) [119].
In the rest of this appendix, we review this method in the 1D (d = 1), 2D (d = 2), and 3D (d = 3)
cases.

B.1 Overview of the Main Ideas

The main idea is to rewrite the subintegral function in Eq. (B.3) as a scalar product of two columns
|g(x)) and | J(x)), whose elements are functions

1:/ dz(5(2)] J (). (B.4)

'Actually, there is one exception; see Remark 43.
2The phonon propagator is defined below Eq. (3.43) of Part II, and is given by iD(t) = (npn + 1)e "0t 4 n,eiwol.
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Column [g(z)) should consist exclusively of slowly-varying functions, while all the highly-oscillating
functions should be contained in |.J(z)), with the property that

WD) _ hayl e, ®.5)

where A(x) 1s some matrix of slowly-varying functions. If we can accomplish that, then the integral
from Eq. (B.4) can be written as

- / A (F@) (@) = FOLT0) ~ (F@]), (B.6)

where we introduced a new quantity | f(z)), which satisfies
d . . )
(o5 + A1) 1) = e (B.7)

Since both Af(z) and |j(z)) are slowly-varying, there also exits a slowly-varying particular solution
of Eq. (B.7). Therefore, this differential equation can then, following Levin [119], be approximately
solved by formally expanding

fla)) = up(@)ex dp ...]" (B.8)

into a basis set of polynomials uy,(z) = (z — %t2)¥~! and determining the unknown polynomial coeffi-

cients ¢, dj, . .. by imposing that Eq. (B.7) is exactly satisfied at M uniformly distributed collocation

points® z; = a+ w, J = 1... M. The initial problem is thus reduced to a simple linear algebra

problem, which is always easy to solve.

B.2 1D Case

In the 1D case (d = 1), columns |§(z)) and |.J(x)) assume the following form
() = lg(=) O, (B.9a)
[T () = €™ o (rax) Ji(raw)], (B.9b)

where Jy(z) and Jy(z) are the Bessel functions of the first kind, of zeroth and first order. The matrix
A(x), such that Eq. (B.5) holds, is given by

o - iTl —T9
Az) = |:T2 P %} : (B.10)
The unknown coefficients ¢, and dj,, which determine the column function
Zuk Mew di]”, (B.11)
are obtained from the following set of 2M hnear equations
[ c1 ] [g(x1) ]
S I PPY R T
M| M
d | = 0 ) (B.12)
D¢ D . ‘
[ ds L 0 ]

3This is known as the M -point collocation approximation.
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Here, C,C% D¢, D are M x M matrices that read as

Cij = “;(zz) — iryuy () (B.13a)

Ci = rou;(x)) (B.13b)
1

Dz-cj = —’I“QUj(ZEi). (B13d)

The solution of Eq. (B.3) for d = 1 is now obtained by solving Eq. (B.12) for coefficients ¢y, . .. ¢y,
dy, . ..dys, and then plugging Egs. (B.12) and (B.9b) into Eq. (B.6).

B.3 2D Case

In the 2D case, the relevant quantities are given by

9(2)) = [g(x) 0 0], (B.14a)
|J(2)) = e[ Jy(rez)? Jo(raz)Ji(raz) Jy(rax)?T, (B.14b)
R 2'7’1 —27'2 0
A(x) = |ry i — i —ry | . (B.14c¢)
0 27’2 Z"f‘l - %
The column
. M
1f(2) = ur(@)ler di ex]” (B.15)
k=1

is determined by cy, d;, and ej, which are obtained as a solution of the following system of 3M linear
equations

C1 g(xl)
c ¢t ¢l :

CM Q(IM)
D D Def|di| = 0 . (B.16)
g gl gl 0

Here, C,C?...& are M x M matrices. Elements of C;; and Czdj are the same as in Eq. (B.13), while
Ci; = & = 0. All the other elements are given by:

DZ-CJ- = —2T2Uj (.’L’Z) (B17a)

ij = 2T2Uj<l’i) (B17b)
1

Dy = uj(w;) — (im + ;) wj(z;) (B.17¢c)
/ . 2

&ij = ug@@) — |+ x—z u;(x;) (B.17d)

& = —rou () (B.17¢)

Therefore, the solution of Eq. (B.3) for d = 2 is found by first solving Eq. (B.16) for ci, ... cu,
dy,...dy, €1, . . . €pr, using this to calculate | f(z)) in Eq. (B.15), and along with Eq. (B.14b), plugging
this into Eq. (B.6).
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B.4 3D Case

The procedure that was presented so far is actually quite easily generalized to the 3D case as well.
Here, the quantities of interest are easily derived and read as

9(2)) = [g(x) 0 0 0], (B.18a)
|J(2)) = e[ Jo(rox)? Jo(raz)2 Ty (rox) Jo(rox)Jy(rox)? Ji(rex)®]T, (B.18b)
Z"f’l —3T2 0 0
2 T2 i’f’l - % —27‘2 0
AW =17 "y e L, | (B.18¢)
0 0 31y iy — %
) M
|f(@)) :Zuk(x)[ck di e fi]", (B.18d)
k=1

where the coefficients ¢, di, e, and f; satisfy

Cq g (I 1 )
c ¢l ce o] '
CMm g (33M )
D D D DI |h 0
= . (B.19)
g gl g gl e 0
c d e
Feo B P, 0

Here C;j, Cflj, ij, D;j, D5, & and &;; are the same as in Eqs. (B.13) and (B.17), while Cifj = ]—"Z-‘} =

5> “ig
lej = }",Z = 0. All other elements are given by:

EL = —2ryu (w;), (B.20a)

&l = 3rou (), (B.20b)

ij = —37”2Uj<l'i), (BZOC)

./—'E = —TQUj (271), (B20d)
/ : 3

Fig = wj(w:) — (”“1 + 33—1> (). (B.20e)

Therefore, in a complete analogy to 1D and 2D, the solution of Eq. (B.3) for d = 3 is calculated using
Eq. (B.6), where |J(z)) and |f(z)) are given by Eqs. (B.18b) and (B.18d), respectively. Thus, our
numerical scheme has been completely specified.

Remark 43. We note that Egs. (B.13), (B.17) and (B.20) explicitly demonstrate that our numerical
scheme is singular at x = 0. This does not pose any problems, as the subintegral function in our
initial expression (B.3) is not highly-oscillatory around x = 0. Therefore, the trapezoid scheme can
be applied there.
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Appendix C - Current Operator in Quantum Mechanics

Current Operator in Quantum Mechanics

C.1 Introduction

This text is devoted to the derivation of the current density operator in two different, but relevant cases:

* In the continuum case - this is a standard derivation that can be found in many texts; for example
see Ref. [128]. The standard idea is to modify the kinetic term of the Hamiltonian, using the
minimal substitution p — p — egA. Then, the current density is derived straightforwardly from

SH

its most general definition j(r) = ~ AR which is motivated in Sec. C.2.

* In the case of a lattice, with a tight-binding Hamiltonian that includes only the nearest-neighbor
hopping - while the total current can easily be derived [1], the derivation of the Fourier compo-
nents of the current is more involved. Analogous to the minimal substitution in the continuum

—i [ drA(r.)

case, here we use the Pierels substitution ¢;; — ¢;;¢ to include the vector potential
SH

A(r) in the Hamiltonian. Before the application of the definition j(r) = —5A() it is standard
to restrict the derivation to the case when the field A (r) slowly varies on the atomic scale, such
that f;: 7drA(r,t) can be approximated as a linear combination A(R;,¢) and A(R;,t). For

example, in the 1D case we can approximate:

1.
B R; — R;
dl‘A((L’, t) ~ 5 (A(RZ, t) + A(Rj, t)) . (Cl)
R;
In this approach, which has for example been used Ref. [126], the left-hand side of Eq. C.1
has been approximated as a single trapezoid.
2.

R;
/ de Az, ) ~ (R, — R)A(R;,1). C2)
R;

Here, |, 15 7 dxA(z,t) has been approximated as a single rectangle, where the height of that

rectangle is taken to be A(R;,t). Similarly, we can also take the height of the rectangle to
be A(R“ t)

R;
/ drA(z,t) = (R — R)A(R;, t). (C.3)
R;

As we will see, neither Eq. (C.2), nor Eq. (C.3) leads to the Hermitian Hamiltonian. This
problem can be solved by combining approximations in Egs. (C.2) and (C.3) in the fol-
lowing way: approximation (C.2) is used for the hopping from site j to site 7, whereas
approximation (C.3) is used for its Hermitian conjugate term. This approach has been used
by Refs. [125, 137].
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Equations (C.1) and (C.2) lead to two different expressions for the current operator. It turns out that
Eq. (C.1) will lead to a real current vertex, while Eq. (C.2) will lead to a complex current vertex. Both
of these have certain advantages and disadvantages, as we will discuss later in detail.

C.2 Some General Remarks on the Definition of the Current Den-
sity Operator

Here, we discuss some model-independent ways in which the current operator is defined. Typically,
the current operator j is calculated either by finding such j that the continuity equation is satisfied

9 (r,t) =0 — % = —div j(r, ), (C.4)

or directly by using

, oH
I = =526

where H is the Hamiltonian of the theory, in which the vector potential has been introduced. Since the
continuity Equation (C.4) has been throughly stuidied in any textbook on electromagnetism/electrodynamics,
we will here give the motivation only for Eq. (C.5).

For this, we first recall from classical mechanics that the Lagrangian of the system of particles in
eletromagnetic field is given by:

(C.5)

1
L= Z {gmz‘vf +aqivi- A(ry) — gip(ri) | = V(rprz..) (C.6)
Then, we switch to the Hamiltonian description of the system
oL
pi = 5 = mivi + G A(r;) (C.7a)
H=> p;-vi—L (C.7b)
Lo
= Vi (Pi — GiA(r;)) — émivi — qip(r;)| = V(ry,r2...) (C.70)
1 2
= 5 (Pi — ¢iA(ri))” — qip(ri)| — V(ry,ra...). (C.7d)

We note that the last line could be obtained directly by using the minimal coupling description p; —
pi — ¢:A(r;) in the Hamiltonian formalism.

Now the current will pop out by inspecting the variation of the Hamiltonian § H, as a response to
the variation of the vector potential ) A

5H = H(A +5A) ~ H(A) =~ 3 20 ga(ry) C8)

= — Z qividA(r;) = — /drz qivio(r —r;) 6A(r) (C.9)

N

=i(r)
=— /drj(r)éA(r) (C.10)

The last line directly implies Eq. (C.5), which completes our motivation. []

194



C.3 Current Density Operator in the Case of a Continuum

We restrict ourselves to the case of the spinless systems, which are relevant for our study, while the
generalization to the case with spin is straightforward. In our case, the corresponding Hamiltonian
reads as

H— /dr mies _eoA( ) P ORI r) + ... (C.11)

/dr Yi(r) [zeOVA +iegAV + eg A% (r) + ..., (C.12)

2m0

where the dots . .. denote the terms with no A dependence. As we want to use Eq. (C.5), we need to
transform the term with VA, by using the integration by parts

g [ A @iV A@YE) = - [dr AW (T @) v, €13
where the surface term has been neglected. Hence
H :% / dr { — (VyI(r) iA ()Y (r) + T (r)iA(r) Vi (r) + oA (r)*y  (r)e(r) | + ... (C.14)
0

Using Eq. (C.5), we directly obtain the current density operator:

J(r) =57 (r) + 7(r)

3) = 5o [(VeT() () = ' (@) Ver)] (C.15)

J0) = 0 A (e (1))

mo

To transform these relations to the Fourier space we use:

Jj(a) = / drj(r)e” ", (C.16)
1
(r)=—=) e ™, (C.17)
VV 4
1 .
Y(r)=—=> ™, (C.18)
VV 4
1 .
ol = N / dre™ T (r), (C.19)
1 .
cx = i / dre”® ) (r), (C.20)
obtaining
)y ie —iqr y ; —ikir+ikor
i(q) = ngv / dre sz —ik; —zk2] e tartiordl o (C.21)
1,K2
€0
= e (2k + q) €l icq, (C.22)
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and

. 62 —iqr —ikir+ikor
i(q) = _mOV /dre T A(r) Z e tartilerdl o (C.23)
ki ko
— mov Z Ck1 CkQA(q + k1 kg) (C24)
ki ko
- mOV Z A(k; — ko)l Cieyvq- (C.25)
k1 ko
Hence:
j(q) = 7°(q) + j%(q)
. e
JP(q) = 2—0 (2k + q) cf it
Mo x (C.26)
jd(Q) = mOV kzl; Aky — k2)cklck2+q

C.4 Current Density Operator in the Case of a Lattice

C.4.1 Full Current Operator

If we are interested only in the full current operator (corresponding to q = 0 Fourier components),
and not its other Fourier components, we can easily calculate it as a time derivative of the polarization

operator
oP

Jtot = o
This definition can be motivated by the continuity equation

/dr—r =— /dr (divj)r= /drj(div r)= /drj = Jtot- (C.28)

If we are not interested in the r dependence, then we can simply define the current density operator to
be

—i[P, H]. (C.27)

Jtot 1 0P l

F = = P (C.29)

Remark 44. We always set the volume of a unit cell to unity. Hence, we can always use the number of
lattice sites N instead of the volume V' (and vice versa) in all our formulas.

Remark 45. In the case of the Holstein model, only the kinetic part of the Hamiltonian contributes in
Eq. (C.29), as the interaction term commutes with the polarization operator.
1D Case with Tight-binding Hamiltonian and Nearest-neighbor Interaction

Let us now calculate j from Eq. (C.29) in the case of 1D tight-binding Hamiltonian with nearest-
neighbor hopping. In this case:

Hin == Y tijpchcy = —to Y (cleppr + hoc) (C.30)
(J1,42) i
P =e chjcj. (C31)
J
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It is now straightforward to substitute Egs. (C.30) and (C.31) to Eq. (C.29) and to obtain:

eot
= WZOVO S [c}cj, cch} 4 he. (C.32)
J.r
1ept
= % Z (refe,i — (r+1)cleyn) + hee, (C.33)

T

where we used the following relation between the commutator [,| and the anticommutator {, }:
[AB,C] = A{B,C} —{A,C} Band [A, BC] = {A, B} C — B{A, C}. Hence,

ieoto

. _ f t _ % T
= (CT_HCT — crcrﬂ) = — E Vg C Ck (C.34)
N . N -

where v, = Ve, = 2tysin k.

Tight-binding Hamiltonian with Nearest-neighbor Interaction in an Arbitrary Number of Di-
mensions

The 1D results can easily be generalized to an arbitrary number of dimensions, in the case of hypercubic
lattice. We just need to introduce the vector d that goes over the nearest neighbor vectors. Using this,
the Hamiltonian and polarization operator read as'

Hyin = —to Z clerts (C.35)
r,0
P=¢ ) rcler, (C.36)

r

while the calculation of the current is analogous to the 1D case, giving

. ieoto €
j= 7;6'CI+5Q = ngkcltck, (C.37)

where v, = Vyex.

Remark 46. In the rest of this chapter and generally, in this thesis, we set ex = 1, unless stated
otherwise.

C.4.2 Fourier Components of the Current Density Operator

If we are interested in the current density operator in the Fourier space, or equivalently as a function of
lattice coordinate, then the result in Eq. (C.34) is not satisfactory. In order to use the current definition
from Eq. (C.5), we first need to introduce the vector potential in the tight-binding Hamiltonian. This
can be done by modifying the hopping parameter ¢;; via the Pierels substitution?

—i f:m drA(r,t)
tirgs = i€ - . (C.38)
Let us now restric ourselves to the 1D case, and assume that the vector potential does not vary

too much on the atomic scale. We will derive the current operators starting from Eq. (C.1) and
Egs. (C.2) and (C.3), as we explained in Sec. C.1.

"Here, we assume that for every nearest neighbor at d, there is another nearest neighbour at —4.
There should also be e in the exponent, but we already set eq = 1.
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We will see that a more symmetric approximation from Eq. (C.1) leads to the real current vertex,
but the drawback is that div j cannot be properly defined in the coordinate space. On the other hand, the
divergence of current is easily defined if we start from Egs. (C.2) and (C.3), but the current vertex turns
out to be complex. Thus, we see that both of these approaches has certain advantages and limitations.
These will be discussed in detail below.

C.4.2.1 Current Density Operator using Approximation from Eq. (C.1)

1D Case

In this case, the 1D nearest-neightbour Hamiltonian becomes

H=—1) [6—5<A<j>+A<j+1>>CTCjH +eBAOAGHC o] (C.39)
J

J

where ... denote the terms that do not depend on A(j). The current density operator is now obtained
using® Eq. (C.5)

0H

= ————— C.40
= T A (©40)
= to Z |:—§€2(A(j)+A(J+1)) (5j,r —+ 5j+1,r) C;»CjJrl + hC:| (C41)

J
= —Z%O [c;[crﬂe’%(A(THA(TH)) + ci_lcre’%(A(THA(’"’l))} + h.c. (C.42)

Let us now approximate the exponential using the Taylor series, up to a linear order, and collect the
terms with and without A dependence. These correspond to diamagnetic and paramagnetic terms of
current density, respectivally

Jr =38+ 77 (C.43)
1t

2= 52 elers + chaer = clersa = cfyer] (C.44)
t

= =2 [(A) + AG + D) leria + (A) + A = D) ey +he. (C45)

Due to our assumption that the vector potential slowly varies on the atomic scale, we can further
approximate A(r + 1) ~ A(r — 1) =~ A(r) in the diamagnetic term. Hence

. t
Jr = —EOA(T) |:C,’1:.C7r»+1 +cl e+ Ci+10r + cicr_l} : (C.46)

Since the goal of our work is to calculate the responce functions in the linear responce theory, and
these are connected to the correlation functions in the absence of the external potential, from now on
we will concentrate on the paramagnetic term j, = jP. To obtain its the Fourier components, we use

Jo=>_ e ), (C.47a)
1 )
- Z —ikir T
c, = e Ch s (C470b)
VN 4 '
Cp = —— Z ekre (C.47¢)
VN 4=

3In the case of a lattice, the right-hand side of Eq. (C.5) should be divided by the volume of the unit lattice, but this
was set to unity.
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We get

ito

jq — ﬁ e—iqT' [e—ikg + e—ikl . eikg o ei/ﬂ] ei(k‘z—]ﬂ)?“czlck2 (C48)
rk1,k2
= to Z sin(k) + sin(k + q)] ¢l crrq (C.49)
This can also be written as:
= 2ty Z sin(k + ) cos (2) chHq (C.50)

The Case of a Tight-Binding Hamiltonian with Nearest-neighbor Interaction in an Arbitrary
Number of Dimensions

All of these results are easily generalized to the higher-dimensional case*. We just give the result for
the paramagnetic current, which is all we actually need

) = DY (s + clger) 6 ©s1)
6

where & goes over the nearest neighbour vectors. The Fourier transform of the paramagnetic current is
also easily obtained and reads as

ito —i —i
=3 Z §le P +e 5(k+q)} o} et (C.52)

Due to inversion symmetry, for every nearest neighbor at §, there is another nearest neighbor situated
at —d. Hence, we can introduce the notation ) _; which denotes a sum that goes over half of the nearest
neighbors, such that the other half is obtained as —4. In this case, the last expression can be written as

jlq) =2t Y dsin <k6 + q;) 0s (g) ol Chsrq- (C.53)

k,6

C.4.2.2 Current Density Operator using Approximation from Egs. (C.2) and (C.3)
1D Case

If we straightforwadly applied approximation (C.2), then the corresponding Hamiltonian would be
given by

H=—toY [ 46ele, s+ 40 o] + . (C.54)
J

This Hamiltonian is not Hermitian. As we already assumed that the vector potential is slowly varying
on the atomic scale, we could fix this problem by hand, by approximating A(j) ~ A(j + 1). On the
other hand, this can also be done by using approximation (C.2) on the hopping terms c;c; 1, while

using approximation (C.3) on the hopping terms c;r- 41¢;- In this case, the Hamiltonian becomes

H=—t Z |40l ejy 4+ €40 ] 4 (C.55)

“We assume that a lattice has inversion symmetry.
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where dots ... denote the terms that do not depend on A(j). The current density operator is now
obtained using Eq. (C.5)

oH
= — C.56
J A (C.56)
= —z'toe_iA(’q)cLlcT + itgetAm) TCT 1 (C.57)
= ity [ e,y —cl_ 1@] — to [ che,y ol 1@] Alr)+ ..., (C.58)
where dots ... denote the higher order terms with respect to A. From here, we can read off the

paramagnetic and diamagnetic terms:

Jr = 2 + 57
jf = 1ty [c;[cr_l — Ciflc,«] (C.59)
it =—to |c [ Tero1+cf 1071 A(r)

Again, we concentrate on the paramagnetic term j, = 37, which is the only one that gives a contribution
in the calculation of response functions in the linear response theory. Its Fourier components can
straightforwardly be calculated using Eq. (C.47)
gt . . . .
g = NO e tar [e—zkgr o ezkl'r] ez(kg—kl)rc};lcl€2 (C60)
r.k1,k2

Hence,

= ity Z “ilkt) k] ey (C.61)

The Case of a Tight-binding Hamiltonian with Nearest-neighbor Interaction in an Arbitrary
Number of Dimensions

The derivations that we presented can easily be repeated for the higher-dimensional case. As in the 1D
case, in order to keep the Hamiltonian Hermitian after the Pierels substitution, we need to use different
approximations for the hopping terms going from site j to ¢, and for hopping terms going from 7 to
j. This is why Eq. (C.35) is not convenient for our purpose. Instead, we will restict ourselves to the
case of a lattice with inversion symmetry. In this case, it is better to write the Hamiltonian (before
introducing the vector potential ) as

Hyin = —to Z ( el s ) (C.62)

where the sum over & goes over only a half of the nearest-neighbours, such that all nearest neighbours
are obtained using & and —&. For example, in the cubic lattice § would go over [1,0, 0], [0,1,0] and
0,0, 1]. Now, analogous to the 1D case, the vector potential is introduced as follows

r,d
The paramagnetic current is also easily calculated, and reads as

P =it (cheps—cf_zer) 8, (C.64)

o
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while its Fourier transform is given by

_ Z § (8049 — ) cf e q (C.65)

C.5 Continuity Equation and its Consequences

The Case of Continuum

Egs. (C.26), (C.50) and (C.61) were all derived from Eq. (C.5). It is not immediately clear whether
each of these expressions satisfies the contiuity eqution. In the case of Eq. (C.26), this can be easily
explicitly checked. To do so, we first transform the continuity equation

_Op

div j(r,t) = yn

= i[p(r), H] (C.66)

into the Fourier space
q j(a) = [p(q), H] = [p(q), Hyin]- (C.67)

In the last equality, we restricted ourselves to the case when only the kinetic part of the Hamiltonian
does not commute with the particle density. This is true for the models we are considering.

Eq. (C.67) can now explicitly be checked, both in the most general case when A is finite, and in
the special case when we take only the paramagnetic part of the current operator (in which case we
must also set A = 0 in Hy;,). We will now prove that continuity equation holds in the most general
case. In order to calculate commutator in Eq. (C.67), we first use Egs. (C.17) and (C.18) to express
Hy.i, from Eq. (C.12) using creation/annihilation operators in the Fourier space’

Z /dreiklr (k5 — eo(—iV)A(r) — eoA(r)(—iV) + efA(r)?) ZerCquCkz

kin —
QmOV
ki,ko

(C.68)
Using the integration by parts in the second term in the brackets, we get

Hy = STTe Z /dre‘iklr <k§ + eo(—iV)A(r) — epA(r)(—iV) + e%A(r)2> eierchkQ.
ki ko
(C.69)
Hence,
Hyin = - Z / dre ™" [k3 — eg(ky + ko)A (r) + e A(r)?] ™ el cx, (C.70)
oYy N
1

— > {V K3 61, 1, — €o(k1 + ko)A (ky — k) + ea A% (k; — kQ)] Gy, (CT1)

where A?(k; — k) is the Fourier transform of A?(r), and not the squre of the Fourier transform. The
right-hand side of Eq. (C.67) now reads as

€0 Z
[p(q-)7 Hk@”] - 2m0V |:CL3Ck3+Q’ CL10k2]
ki,k2 k3

X (V k% 51(171(2 - 60(k1 + kg)A(kl - kg) + 60A <k1 kg)) . (C72)

SExclusively for the purpose of this derivation, we reintroduce ey, as was done in Sec. C.3.
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The commutator is calculated as follows
[CLBCkwm Chy Ckz] = O, (o Ok s — Cley Oy bl T (C.73)

Hence,

€0
(@), Hiwn) = g 3 (el qtier = choChaa)
ki ko

X (V kg 5k1,k2 — €0(k1 + kg)A(kl — kg) + 6(2)A2(k1 — kg)) . (C74)

This can be further simplified if we make the substitution k; — k; + q, ko — ky + q in the terms

proportional to cLl _qCko

€0
[p(q>7 Hkm] —2_ Z [(k + q>2 — k2} CJlr(CkJrq
mo "
2
€0
— 2gA (k; — k
2m0V klzl; q ( 1 Q)Ck Ckot+q
=2 (qu + qz) CLCkJrq _6—3 Z qA(k; — kz)CL Cko+q
2m0 " mgV . 1782
qj\f’r(Q) q;d,((l)
=q j(q). (C.75)

This proves that the definition of current operator from Eq. (C.26) satisfies the continuity Equa-
tion (C.67).

The Case of a Lattice

In the case of a lattice, things are a little more subtle. In this case, the system is discrete, so the spacial

derivative a% as an operation does not exist in the usual sence. This is also true for the divergence

operator. Hence, one cannot check whether the continuity equation, in the form of Eq. (C.66), is
satisfied or not. Instead, we can assume that it is satisfied, and use this assumption to derive the form
of the divergence operator on the lattice. To do so, we need to start from Eq. (C.66), with a slightly
different notation since the system is now discrete

ony(t)

div j, = — , C.76
v ] BT ( )

use the Heisenberg equation
div jy = i[ny, Hyin), (C.77)
and calculate the commutator on the right-hand side.

1D Case

In the case, Hy;, is given by Eq. (C.30), so the commutator is calculated as follows

div j, = i[n,, Hyn] = —ito Z [cic,,, cilcm“} + h.c. (C.78)

T1

= 1t <ci+1cr —clep —cler + ci,lcr) (C.79)
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In the case when the current® is defined as in Sec. C.4.2.1, we see that the continuity equation can be
written as
div J, = Jra1 — Jr- (C.80)

This is a somewhat natural definition of the divergence on a discrete lattice, for a 1D system. However,
it is important to note that the particular form of the divergence in Eq. (C.80) depends on the definition
of the current density operator. In the case of the current operator from Sec. C.4.2.2, it is actually
impossible to rewrite the right-hand side of Eq. (C.79) as a linear combination of current operators at
different lattice sites. Luckilly, this is not a problem for us, as we are actually interested in the Fourier
version of the continuity equation. This is because in our study, we are interested in the restrictions
that the continuity equation places upon the vertex functions in the k space. In the following, we show
that div j, in the Fourier space can always be written using j,.

Fldiv ji](q) = i[ng, Hin] (C.81)
=1 Z Eky [C,TCl Chy+qs cLQCkQ] (C.82)
k1,k2
=1 Y (Ektq — Ek) Cheraq (C.83)
k
= —2it, Z (cos(k 4 q) — cos(k)) cl-criq (C.84)
k

In the case when the current is given by Eq. (C.59), this becomes
Fldiv j,]( — ity Z —ilkta) _ gt } chHq (C.85)

— ity Z ikt — e=F] el oy (C.86)

This can be further simplified as
Fldiv 4 ])(q) = (" — 1) jq- (C.87)

On the other hand, if the current density is given by Eq. (C.50), then it is better to transform Eq. (C.84)
as

Fldiv 7.](q) = dito Zk: sin (k + %) sin (g) e (C.88)
— 2itan (g) Ja (C.89)

Hence, in both of these cases, we can write
Fldiv j,](q) = iA(q) - (C.90)

We note that A(q) satisfies the property that
A(q) = q, for q—0. (C.91)

Hence, the result in the long wavelength limit coincides with the continuum result, which is expected.

®We emphasize once again that we consider only the paramagnetic part of the current density operator
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Higer Dimensional Case

Analogous to Eq. (C.83), we can write

FldivjJ(a) =i ) (krq — )l Cirar (C.92)
k
where ¢y is now given by
e =—to y_ €% (C.93)
[
Hence,
Fldiv ji](q) = —ito Z idlta) _ eidk) of oy (C.94)

If we now introduce the symbol 8, whose meaning was explained in Sec. C.4.2.1 and C.4.2.2, then the
previous expression can be cast into the following form’

Fldiv je](q) = —ito Z [ dO(kta) 4 o= kta) _ pidk e_igk} chkJrq (C.95)

. . - qd\ . [qd
= 41ty Z sin <k6 + 7) sin <7> chkJrq. (C.96)

k,é

If we restrict ourselves to the case of hypercubic lattice, in arbitrary number of dimensions, then this
can also be written as

Fldiv j:](q) = iA(q) - j(a), (C.97)

where A(q) is given by

q) =2) tan (?) 5, (C.98)
5

in the case when we use the current operator from Sec. C.4.2.1, while

Alg)=—iy [eiSQ - 1} 3, (C.99)

s

corresponds to the current operator from Sec. C.4.2.2. As we already noted, the continuum case is
obtained by taking

A(gq) =q (C.100)

We conclude this section by stating a version of the continuity equation, both in real and imaginary
time (7 = ¢t), which is valid both in the continuum and on a lattice

a;q +iA(q) - jqlt) = 0
on (C.101)
D44 Ala) Jalr) = 0

"Here, we implicitly assume that for every nearest neighbour situated at &, there is another nearest neighbour at —§.
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C.6 General Form of the Current Operator

In previous sections we saw that there are different ways in which the exponent in the Pierels substi-
tution (see Eq. (C.38)) can be approximated in the case when the field varies slowly on the atomic
scale. We showed two different approaches, given in Egs. (C.39) and (C.55), lead to two different
current operators. Furthermore, the continuity equation is a bit different for each of these cases, but
can always be written in the form of Eq. (C.101), with a suitable choice of A(q). Here, we give a
more general derivation of the current operator and continuity equation, such that the current operators
from previous sections turn out to be special cases.

Current Operator in Coordinate Representation

After the Pierels substituion, the Hamiltonian reads as

r+d
H=—tg» Y clers exp (—z/ drA(r)) : (C.102)
r [ r

where § goes over the nearest-neighbours. If the field A(r) varies slowly on the atomic scale, the
integral inside the exponential can be approximated as a scalar product of the displacement vector
between the nearest neighbours and the linear combination of A (r) at the endpoints. Before we do
this, we introduce the parameter d, as explained in Sec. C.4.2 in order to make the Hamiltonian more
explicitly Hermitian

_ mA(r)+nA(r+8) & .mA(r)+nA(r+8) 3
H=~tg ) 3 |eleuse™™ 0 e ™) (C.103)
r o3
The current operator then reads as
0H ity <
: _ - _ i - T
S0 =~ 5am = 2 (s nel_sex) &

(C.104)

ito t t 5
+ —— Z (mchrScr + ncrcr_a) 0.

We now see that the current operator from Eq. (C.51) is obtained by setting m = n in the previous
equation, while the current from Eq. (C.64) is obtained by setting m = 0.

Current Operator in Momentum Representation

The momentum representation is obtained by using

@) =) e *j(q), (C.105)

1 A
o =—=) el C.106
r \/N zk: k ( )

1 ”
Cp = —— ey C.107
VDI (G107

We get:
it , z - s . -
jla) = mlﬁ - Z Z [—mel(k*q)‘s — ne™® 4 me k0 4 ne_’(k+q)5] 0 clierq. (C.108)
k §

205



Continuity Equation in the Case of Hypercubic Lattice

Theorem 8. In the case of hypercubic lattice with nearest-neighbour hopping, the continuity equation
can be written as

0
gtq +iA(q) - jolt) =0, (C.109)
where A(q) is given by
26
Alg)=) ——=" (C.110)
5 cot T i
while & goes over the orthonormal vectors [1,0,0...],[0,1,0...],[1,0,0...]...

Proof. As explained in Sec. C.5, the continuity equation reads as

on,(t
div j, = o) _ i[Pes Hyin]. (C.111)
ot
which can be rewritten in the Fourier space as follows
Fldivi)(@) =i Y (Fkrq — &) Chlicra. (C.112)
k

Hence, our task reduces to show that the scalar product iA(q) - j4, using A(q) from Eq. (C.110) and
Jjq from Eq. (C.108), is equal to the right-hand side of Eq. (C.112). To do so, it turns out that it is much
more convenient to rewrite j(q) as

jla) =to Z ) (sin(kS) + sin((k + q)S)) 1 Cktq

+it0(m —n) Z ) <COS<kS) —cos((k + q)g)) CLCk—&-q‘ (C.113)

m-+n

Now, it is straightforward to derive the following

“Jq = ito Z Z (sm(k62) + sin((k + q)52)> Ch Citq

- q51 m—n
cot +zm+n K

to(m —n) 20, - 8,
B kds) — cos((k 114
m+n &ZS ot q51 4 i ; (cos( 82) — cos((k + q)62)> Ch Cletq- (C.114)

We can eliminate the sum over d, because {5 } forms an orthonormal set of vectors. Furthermore,
using sinx + siny = 2sin (”y) cos ( ) and cosz — cosy = —2sin (”y) sin ( ) we get

4 2k +q ; &
iAQ)-jq=ito Y sin ( ;q(s) cos (%) Ol Cicrq

~ q6 m—n
5k cot + =R -

to(m —n) 4 . (2k+q:) . (b
B—— SZ S — sm( 5 0 | sin - c;f(ck+q. (C.115)

ad m—n
N cot 5 +zm+n

This can be further simplified as

. L - (2k+az) . [ab
iA(q) - jq = dity Zsm ( 5 6) sin <7 chkJrq. (C.116)
%)

This is equal to F|[div j.|(q), as seen from Egs. (C.112) and (C.96). This completes our proof. O
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C.7 Some Properties of the (Paramagnetic) Current Operator

Compact Notation for all (Paramagnetic) Current Operators

One universal property for the paramagnetic currents in Egs. (C.26), (C.50), (C.61) and (C.108) is the
fact that all of them can be written in the form:

jil@) =) clvi(k + q, k)i, (C.117)
k
where
it , < - - . 1~
vk + q.k) = mzf - [—me’(kJrq)‘; — ne™ 4 ek 4 ne—“kﬂ)‘*] 5 (C.118)
in the case of a lattice, while in the continuum
1 q
vk +q,k) = — <k+—,) (C.119)
mo 2
where m, is the mass of the electron. Furthermore, even the density operator is of that form
, 1 ,
n(q) = Z eIty = v Z emirlatlaka) el ¢ Z o} Cherq- (C.120)

r rki ko k

This motivates the introduction of 4-vector notation, with j°(q) = n(q) 7°(k + q, k) = 1, and metric
n= [_17 ]-7 ]-7 1]

@) = et (k+ q,k)criq. (C.121)

In general, we see that ~v* satisfies

(k+q,k) ="k k+q)". (C.122)

Furthermore, we can also state the continuity equation in the 4-vector notation, which is valid both for
a continuum and on a lattice

A*(q)ju(q) =0, (C.123)

where we used the 4-momentum ¢. The zeroth component of A#(q) is given by

A%q) =¢° (C.124)

while other three components correspond to A’(q) from Eq. (C.110).

Remark 47. In the real space formulation, ¢° = w,, while ¢° = iw, in the Matsubara space.

Ward Identity for the Special case of a Free Theory

From Egs. (C.98) and (C.99) we can easily derive one of the special cases of the Ward identity:

A Q) vuk + ¢, k) = kg —ex— " =Gk) ' =Gk +¢) " (C.125)
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Appendix D - Using Continued Fraction Expansion for Representing Diagonal Elements of the
Inverse of Tridiagonal Matrix

Using Continued Fraction Expansion for Representing
Diagonal Elements of the Inverse of Tridiagonal Matrix

D.1 Statement of the Problem and Introduction of Notation

Definition 1. A matrix is tridiagonal if the only non-zero elements are the ones that are located on its
main diagonal and two of diagonals

[ag b1 0 0 0 ...]
bl aq bg 0 0

M = 0 bz a9 bg 0 (Dl)
0 0 b3 as b4

Remark 48. We use the convention in which the indices of N X N matrix are going fromi =10... N—1.

Our task is to show how can the elements (M '), be expressed in terms of the continued fraction
expansion. From the standard linear algebra course, we know that

M,

(M = G001

(D.2)

where M", is the determinant of the matrix obtained by deleting the n-th row and n-th column of
matrix M. However, M, is the determinant of another tridiagonal matrix. Before calculating these
quantities, we introduce a notation that will make our formulas more compact. Hence, we define
Definition 2. Minor of the second kind M 23132 is a determinant of matrix that is obtained by deleting
rows i1, 1s ... and columns j1, jo . .. from a square matrix M.

Definition 3. Let:

Dy = det(M) (D.3a)
D, =", (D.3b)
Dy =M%, (D.3¢)
D, =My " (D.3d)
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Definition 4. Let M be a square matrix, while iy, 15 . . . i, and ji, ja . . . jn are the indices that denote
rows and columns, respectively. Then, a minor of the first kind M 7’3213'2"_7.’3" represents a determinant of a
n X n matrix, which is obtained by extracting the elements of M which are situated at the intersection

of rows 11,15 ... and columns j1, o . . ..

For example, M ; 1s equal to the element of matrix M that is situated at ¢-th row and j-th column. On

the other hand, M “]pr is a determinant of 2 x 2 matrix. Let us now create a definition, analogous to

Def. 3, only this time for the minors of the first kind.

Definition 5. Let:

Dy =1 (D.4a)
Dy = M°, (D.4b)
Dy = MY, (D.4c¢)
D, = M°"1 (D.4d)

for arbitrary positive n. If n < 0, then ﬁn = 0.

D.2 Some Useful Identities

As we already noted, (M ~1),,,, can be evaluated using the Eq. (D.2), which, using our new notation,
can be expressed as follows

To calculate this, we follow a four-step process:
1. Express M" in terms of D,, and D,.
2. Derive the recurrence relation for D,,.
3. Derive the recurrence relation for ﬁn.
4. Express Dy in terms of D,, and 571

Let us do this step by step.
. TN . "’
Expressing M/, in terms of D,, and D,,.

Using the fact that the determinant of the block diagonal matrix is simply given by the product of the
determinants of each block, we see that
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a by 0 - 0 0 . 0 0
b1 aq b2 cee 0 0 cee 0 0
0 by ao 0 0 0 0
0 0 0 bn_1 Qp—1 b 0 0 . "
]\_/[’; =|80—>0—->0 S by b 0 =D,D,.1.
0 0 O 0 0 bp1 Gnp1 bngo
0 0 O 0 0 bt Gnia
0 0 0 0 0 0  buis
0 0 O 0 0 0 0
Recurrence Relation for D,
Let us first start from D, and expand this matrix along the ¢+ = 0 column
Qo b1 0 o --- b1 0 0 0
by ap b, 0 --- by as by 0 ---
1 a1 0o 2 G 03 | :aoDl—b%Dz.

DO: 0 b2 (05} bg . :aoDl_bl 0 b3 as b4
However, since D,, has the same form as )y, we can immediately conclude that

2
Dn = G/nDn+1 - bn+1Dn+2.

Recurrence Relation for D,

Let us expand l~)n along the last row

ag b1 o --- 0 0 0
bl aq b2 v 0 0 O
~ 0 bg Qs - 0 0 0 ~
Dn = 1. . . . . . . - an—an—l
0 0 0 - ban Ap—2 bnfl
0 0 0o --- 0 bn,1 Ap—1
Qo b1 0 cee 0 0 0
b1 aq bg e 0 O O
0 by az --- O 0 0 ~
- bn—l . .2 .2 . . . . = a'n—an—l - bi_l
0 0 0 © bng Gn-3 byo
0 0 O -0 0 bn

Expressing D in terms of D,, and lN)n

Theorem 9. Forn > 0, it holds that

Dy = D,D, —b2Dy_1D, 1.
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Proof. Let us prove this using the method of induction. We start with the base case (n = 0). This is
trivial, since Dy = 1 and D_; = 0. Now, we proceed by assuming that Eq. (D.10) holds for n, and try
to prove that it holds for n 4+ 1. We will do this using the recurrence relations in Egs. (D.8) and (D.9)

Dy = EnDn - biﬁn—an—l—l

= DyD, — b2 Dy,

D, + bi—&-an—&-?

Qn

~ ~ b2 ~
=D, (Dp+ b2, Dyys) — by Dy Dyys — Dy (D + b} 1 Dyio)

Dn + b721+1Dn+2

- <an5n - biﬁn,l) - — 8, DDy
= Dy1Dpy1 — 0241 Dy Dy, (D.11)
We obtained that Eq. (D.10) holds for n 4 1. Thus, this completes the proof. [

D.3 Evaluation of (A1), for Arbitrary n

Now, we finally have everything we need (see Egs. (D.5), (D.6), (D.8), (D.9), and (D.10)) to derive
analytical expression for (M ~1),,,, in terms of the continued fraction expansion

—n ~
oy, = M DuDyi B 1
nn — - = =~ - =
Dy  D.,D,—1D, 1D,y Lo _p2Pn
D'n+1 n Dn
1
o anDn+1_b%+1Dn+2 12 5n71
Dp1 M ap_1Dp_1—b2_ Dp_o
1
B @ — Dnyo o b2
n n+1an1Dpta—b2 5 Dpis 9 Dyp_2
+ an—1=by_, 5 2 5
”'n—QDn—27bn72Dn—3
1
= - ~ (D.12)
A, — n+1 _ n
" b2 o by _q
Gn+4+1— bn+3 an—1— b2
Ap 42— Qpy_o— n—2

As we see, there are two continued fractions in the denominator. In the first, the index keeps increasing,
so it is infinite in the case when the matrix M is also infinite. The second continued fraction is always

finite.
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Some General Operator Identities

In order to make the subsequent equations shorter, it is useful to introduce the following notation

B
G =G(iv, =0) = / drG(—it), (E.1)
0

where G(—i7) is an arbitrary operator in imaginary time 7 = it. Now we can formulate

Theorem 10 (Kubo identity). Let G be an arbitrary operator and py the density matrix. Then

(G, po] = —ipeG. (E2)
Proof.
G0l = L. = L (e gy = L (e )
LTz z z
B ) B .
= (G(=i8) = G0) = po | dry G(=ir) = ~ipy | drGi(-in)
0 T 0
= —ipyG. (E.3)
O
Another useful identity can be formulated as follows
Theorem 11. Let Gy and G5 be arbitrary operators. Then
(G1Ga)o = (G2Gh)o, (E4)

where the expectation value is defined as (G)y = Tr{poG}.

Proof. Starting from

~ (E.1) g . A=B-T A e iH (iA—iB) —iH(iA—if)
<G1G2>0 = dT<G1(-ZT>G2>0 = d\Tr 76 G1€ G2 s (ES)
0 0

and using the cyclic property of the trace, we obtain

~ 7 e P Ha~ HA g _ HM~ _—HA
<G1G2>0:/ d)\Tl"|: z G26 G1€ ::| :/ d\Tr [poe GQB Gl}
0 0
B _
_ / NG (—iN) 1Yo = (CaGho. (E.6)
0
O]
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Spectral Representation

Definition 6. Spectral density Jap(w) of the correlation function (AB(t))o is defined such that it

satisfies
™ dw —iwt
(AB(t))o = %JAB(w)e : (E.7)
Equivalently, J4p(w) could also be defined as
Luﬂwy_/‘dwm%AB@%, ES$)

which is just an inverse Fourier transform of Eq. (E.7). Now, the fluctuation-dissipation theorem can
be formulated as follows

Theorem 12.

<mm%:/ e ap(@)eHe (E.9)

—00

Proof.

1 A A 1 L L
<B<t)A>0 = ZTr [e_BHEZtHBG_ZtHA} _ zrI\r [el(t—Hﬁ)HBe_Z(H_Zﬁ)HG_BHA}

= (AB(t +iB))o 2’ / Z—WJAB(w)e_“’(HiB). (E.10)
_ m

oo
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Spectral Sum Rules: Numerical DMFT vs Analytical Results

Here, we numerically calculate the spectral sum rules from the DMFT, in a wide range of parameter
regimes, and compare them to the predictions of the exact expressions from Eq. (2.15) of Part II. The
results are shown in Tables F.1-F.17. We see that there is a remarkable agreement in all the regimes
we examined, which span from weak to strong coupling and from low to high temperatures. This is
just another demonstration of the quality of the DMFT results.
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Table F.1: Spectral sum rules for wy = 1.0, g = 1.0 at different temperatures.

N T=0.3 T=0.5 T=0.7
Exact DMEFET Exact DMEFT Exact DMEFET

0 1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 | 5.07x10° 5.06x10° 5.31x10° 5.31x10° 5.63x10° 5.63 x 10°
3 | —=1.13x 10" —1.13 x 10" —1.22 x 10" —1.22 x 10 —1.35 x 10 —1.35 x 10"
4 | 3.16x 10" 3.15 x 100 3.69 x 10  3.69 x 10"  4.44 x 10"  4.44 x 10*
5 | —6.57 x 100 —6.55 x 100 —8.18 x 10" —8.18 x 10 —1.06 x 10> —1.06 x 10
6 | 224x10>2 223x10> 3.07x10> 3.07x 10> 443 x10> 4.43 x 10?
7 | =3.18 x 10> —3.14 x 10> —5.10 x 10> —5.07 x 10> —8.50 x 10> —8.45 x 102
8 2.07 x 10> 2.07 x 10> 3.40 x 10> 3.40 x 10®*  5.95 x 10°  5.96 x 10?

T=1.0 T =20 T =3.0
0 1.00 x 10°  1.00 x 10° 1.00 x 10° 1.00 x 10%  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 | 6.16x10° 6.16 x 10° 8.08 x 10° 8.08 x 10° 1.01 x 10* 1.01 x 10"
3 | =157 x 10" —1.57 x 100 —2.33 x 10" —2.33 x 10" —3.12 x 10" —3.12 x 10"
4 | 5.85x 10" 5.85x 100 1.23x10*® 1.23x 10> 213 x 10> 2.13 x 102
5 | =152 x 102 —1.52 x 102 —3.85 x 102 —3.85 x 10> —7.32 x 10> —7.32 x 102
6 | 742x10> T742x10> 276 x10° 276 x 10° 6.87 x 10®>  6.87 x 10?
7 | —1.67 x 10> —1.66 x 10> —8.17 x 10> —8.14 x 10> —2.31 x 10* —2.30 x 10*
8 1.29 x 10* 1.29 x 10* 8.63 x 10* 8.62 x 10* 3.11 x 10° 3.11 x 10°

T =5.0 T="10 T =10.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 1.40 x 10'  1.40 x 10' 1.80 x 10"  1.80 x 10'  2.40 x 10!  2.40 x 10!
3 | —4.71 x 10! —4.71 x 10! —6.31 x 10! —6.31 x 10! —8.71 x 10 —8.71 x 10!
4 | 4.64 x 102 4.64 x 10> 8.12x 10> 812x 10> 151 x10° 1.51 x 10°
5 | —1.76 x 103 —1.76 x 10° —3.24 x 10> —3.24 x 10° —6.30 x 10° —6.30 x 103
6 | 242x10* 242x10* 5.86x10* 5.86x 10* 1.55 x 10> 1.55 x 10°
7 | =9.19 x 10* —9.17 x 10* —2.36 x 10° —2.35 x 10° —6.53 x 10° —6.52 x 10°
8 1.78 x 105  1.78 x 10° 5.95 x 10° 5.95 x 105 2.22 x 107  2.22 x 107
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Table F.2: Sum rules for wy = 1, ¢ = v/2 at different temperatures.

I T=0.3 T=0.5 T=1.0
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 6.15 x 10°  6.15 x 10° 6.63 x 10° 6.63 x 10° 833 x 10° 8.33 x 10°
3 | —1.46 x 100 —1.46 x 10 —1.65 x 10' —1.65 x 10' —2.33 x 10 —2.33 x 10*
4 5.41 x 100 541 x 100  6.81 x 10'  6.81 x 10*  1.29 x 10> 1.29 x 102
5 | —1.10 x 10> —1.10 x 10> —1.54 x 10> —1.54 x 10> —3.60 x 10> —3.60 x 10?
6 6.07 x 10> 6.08 x 10> 9.38 x 10> 9.38 x 10> 292 x 10° 2.92 x 10°
7 | —4.07 x 10> —3.99 x 10> —1.06 x 10> —1.05 x 10> —6.11 x 10> —6.07 x 10°
8 1.03 x 10*  1.03 x 10* 1.89 x 10* 1.89 x 10* 9.41 x 10* 9.41 x 10*

T7=30 T =250 7 =10.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 1.61 x 10"  1.61 x 10'  2.41 x 10"  2.41 x 10"  4.40 x 10"  4.40 x 10!
3 | —=5.44 x 10' —5.44 x 10* —8.63 x 10' —8.63 x 10' —1.66 x 10> —1.66 x 10?
4 6.30 x 10> 6.30 x 10> 152 x10° 1.52x10° 542 x 10> 5.42 x 103
5 | —2.34 x10° —2.34 x 10° —6.11 x 10> —6.11 x 10> —2.34 x 10* —2.34 x 10*
6 3.91 x 10* 391 x10* 155x10° 1.55x10° 1.09x 105 1.09 x 108
7 | —1.36 x 10° —1.36 x 10° —6.09 x 10° —6.08 x 10° —4.74 x 105 —4.74 x 10°
8 | 3.42x105 3.42x105 222x107 222x107 3.10 x 10®  3.10 x 108

Table F.3: Sum rules for wy = 1, g = 0.5 at different temperatures.
I T=0.3 T=0.5 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 427 x 10° 427 x10° 433 x10° 433 x 10° 441 x 10° 4.41 x 10°
3 | —8.82x10° —8.82x 10° —9.06 x 10 —9.06 x 10° —9.38 x 10° —9.38 x 10°
4 1.92 x 10" 1.92 x 10!  2.02 x 10}  2.02 x 10"  2.16 x 10  2.16 x 10!
5 | —3.94 x 100 —3.94 x 100 —4.24 x 10 —4.24 x 10 —4.65 x 10 —4.65 x 10*
6 8.90 x 10! 890 x 10! 9.96 x 10!  9.96 x 10! 1.15 x 10> 1.15 x 10?
7 | —1.74 x 10> —1.74 x 10> —2.02 x 10> —2.02 x 10> —2.43 x 10> —2.42 x 10
8 433 x 10> 433 x 10> 5.33x10> 5.33x10> 6.86x 10> 6.86 x 10?

T=1.0 T=3.0 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 454 x 10° 454 x10° 551 x10° 551 x10° 6.51 x10° 6.51 x 10°
3 1 -991x10° —9.91 x 10° —1.38 x 10} —1.38 x 10! —1.78 x 10* —1.78 x 10*
4 2.40 x 100 240 x 100 4.46 x 100 4.46 x 10*  7.15 x 10*  7.15 x 10*
5 | =5.38 x 100 —5.38 x 10" —1.22 x 10> —1.22 x 10> —2.19 x 10> —2.19 x 10?
6 1.43 x 10> 143 x 10> 4.75x 10> 4.75x 10> 1.11 x10> 1.11 x 10°
7 | =3.21 x 10> —3.20 x 10> —1.37 x 103 —1.36 x 103> —3.59 x 103 —3.58 x 103
8 1.00 x 10>  1.00 x 10> 6.73 x 10> 6.72 x 10>  2.35 x 10*  2.35 x 10*
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Table F.4: Sum rules for wy = 1, g = 0.75 at different temperatures.

n T=0.3 T=0.7 T=1.0
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.01 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 4.60 x 10°  4.62 x 10° 492 x10° 4.92x10° 5.22x10° 5.22 x 10°
3 | —9.85 x10° —9.88 x 10° —1.11 x 10" —1.11 x 10! —1.23 x 10} —1.23 x 10!
4 2.39 x 100 240 x 100 3.00 x 10*  3.00 x 10*  3.65 x 10  3.65 x 10*
5 | —4.96 x 100 —4.97 x 10 —6.83 x 100 —6.83 x 10! —8.88 x 10" —8.88 x 10*
6 1.33 x 10> 1.33 x 10> 2.14 x 10> 2.14x10> 3.15x10*> 3.15 x 10?
7 | —2.36 x 10> —2.36 x 10> —4.45 x 10> —4.43 x 10> —7.25 x 10> —7.22 x 10?
8 8.52 x 10> 856 x 10> 191 x10° 191 x10° 3.52x10* 3.52 x 103

T=3.0 T=5.0 T =10.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 741 x 10 741 x10° 964 x 10° 9.64 x 10 1.53 x 100  1.53 x 10*
3 | —2.11 x 100 —2.11 x 10* —3.00 x 10* —3.00 x 10! —5.25 x 10! —5.25 x 10*
4 9.97 x 10!  9.97 x 10' 194 x 10> 194 x 10> 5.63 x 10> 5.63 x 10°
5 | —=3.14 x 102 —3.14 x 10> —6.84 x 10> —6.84 x 10> —2.23 x 10> —2.23 x 103
6 1.94 x 10>  1.94 x 10> 593 x 10> 5.93x10®> 3.30 x 10* 3.30 x 10*
7 | —6.19 x 10° —6.17 x 10> —2.14 x 10* —2.13 x 10* —1.34 x 10° —1.34 x 10°
8 5.25 x 104 525 x 10* 255 x 10° 254 x 10° 2.72x 105 2.72 x 108

Table F.5: Sum rules for wy = 1, g = v/3 at different temperatures.
n T=04 T=1.0 T=2.0
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 7.54 x 10 754 x10°  1.05 x 100  1.05 x 10*  1.62 x 10*  1.62 x 10*
3 | —1.91 x10" —1.91 x 10* —3.10 x 10* —3.10 x 10 —5.40 x 10 —5.40 x 10*
4 9.46 x 100  9.46 x 100 228 x 10> 228 x 10> 6.38 x 10> 6.38 x 10
5 | —2.00 x 102 —2.00 x 10> —6.56 x 10> —6.56 x 10> —2.25 x 103> —2.25 x 103
6 | 1.66x10*° 1.66x10° 7.51 x 10> 7.51 x 10° 3.97 x 10*  3.97 x 10*
7 | =753 x 10> —7.33 x 10> —1.49 x 10* —1.48 x 10* —1.22 x 10° —1.21 x 10°
8 447 x 10* 448 x10* 355 x10° 3.55x10° 3.50 x 10°  3.50 x 10°

T=3.0 T=5.0 T =10.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 2.22 x 100 222 x 10" 3.41 x 10" 3.41 x 10" 6.40 x 10*  6.40 x 10
3 | =7.77 x 100 —7.77 x 100 —1.25 x 10> —1.25 x 102 —2.45 x 10> —2.45 x 10?
4 1.27 x 10>  1.27 x10®> 3.17x 10> 3.17x10®> 1.17 x 10* 1.17 x 10*
5 | —4.85 x10% —4.85 x 10> —1.31 x 10* —1.31 x 10* —5.13 x 10* —5.13 x 10*
6 1.17 x 10>  1.17 x 10> 4.83 x 10° 4.82x10° 3.54 x10° 3.54 x 10°
7 | =413 x10° —4.12 x 10° —1.92 x 105 —1.92 x 105 —1.55 x 10" —1.54 x 10"
8 1.52 x 107  1.52x 107 1.03 x 10® 1.03 x 10® 1.50 x 10° 1.50 x 10°
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Table F.6: Sum rules for wy = 0.2, g = 0.05 at different temperatures.

n T7=0.3 T =05 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 4.01 x 10°  4.01 x 10° 4.01 x 10° 4.01 x 10°  4.02 x 10°  4.02 x 10°
3 | =8.03 x 10° —8.03 x 10° —8.05 x 10 —8.05 x 10° —8.07 x 10° —8.07 x 10°
4 1.61 x 10  1.61 x 10! 1.62x 10" 1.62x 10" 1.62x 10" 1.62 x 10!
5 | —3.23 x 100 —3.23 x 10 —3.25 x 10 —3.25 x 10! —3.27 x 10" —3.27 x 10*
6 | 6.48x 10! 648 x 10!  6.54 x 10! 6.54 x 10! 6.60 x 10!  6.60 x 10!
7 | =1.30 x 10> —1.30 x 10> —1.32 x 10> —1.32 x 10> —1.33 x 10> —1.33 x 10?
8 2.61 x 102 261 x 10> 265 x 10> 2.65x 10> 2.69 x 10> 2.69 x 10°

T=1.0 T=3.0 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 4.03 x 10°  4.03 x 10° 4.08 x 10° 4.08 x 10°  4.13 x 10° 4.13 x 10°
3 | —8.10 x 10 —8.10 x 10° —8.30 x 10° —8.30 x 10° —8.50 x 10° —8.50 x 10°
4 1.64 x 10"  1.64 x 10' 1.71 x 10" 1.71 x 10" 1.78 x 10! 1.78 x 10!
5 | —=3.30 x 100 —3.30 x 10* —3.51 x 10* —3.51 x 10! —3.72 x 10' —3.72 x 10*
6 6.68 x 10!  6.68 x 10! 727 x 10! 727 x 10" 7.89 x 10!  7.89 x 10!
7 | =1.35 x 10> —1.35 x 10> —1.50 x 10> —1.50 x 10> —1.67 x 10> —1.67 x 10
8 2.74 x 10> 274 x 10> 3.14 x 10> 3.14 x 10> 3.58 x 10>  3.58 x 10

Table F.7: Sum rules for wy = 0.2, g = 0.2 at different temperatures.
N T=0.3 T=0.5 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 412 x10° 412 x10° 4.20 x 10° 4.20 x 10°  4.28 x 10° 4.28 x 10°
3 | —8.49 x 10° —8.49 x 10° —8.80 x 10 —8.80 x 10° —9.12 x 10° —9.12 x 10°
4 1.78 x 100  1.78 x 10"  1.89 x 10! 1.89 x 10!  2.02 x 10!  2.02 x 10!
5 | —=3.71 x 100 —3.71 x 10* —4.05 x 10* —4.05 x 10! —4.43 x 10' —4.43 x 10*
6 7.84 x 100 7.84 x 100 888 x 10' 888 x 10" 1.00 x 10> 1.00 x 10?
7 | =1.65 x 10> —1.65 x 10> —1.93 x 10> —1.93 x 10> —2.26 x 10> —2.25 x 107
8 3.53 x 10> 3.53 x 10> 4.31 x 10> 4.30 x 10> 5.23 x 10> 5.22 x 10?

T7=1.0 T7=30 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 440 x 10° 440 x 10° 520 x 10° 5.20 x 10°  6.00 x 10°  6.00 x 10°
3 | —9.60 x 10° —9.60 x 10° —1.28 x 10* —1.28 x 10! —1.60 x 10* —1.60 x 10*
4 2.21 x 100 221 x10* 3.71 x 100 3.71 x 10*  5.60 x 10*  5.60 x 10*
5 | =5.02 x 100 —5.02 x 10* —1.00 x 10> —1.00 x 10> —1.68 x 10> —1.68 x 10?
6 1.20 x 10> 1.20 x 10> 3.18 x 10> 3.18 x 10> 6.71 x 10>  6.71 x 10?
7 | —2.81 x 10> —2.80 x 10> —9.17 x 10> —9.14 x 10> —2.18 x 10> —2.17 x 10?
8 6.91 x 10> 6.90 x 10> 3.18 x 10° 3.16 x 10> 9.86 x 10> 9.83 x 103
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Table F.8: Sum rules for wy = 0.2, g = 0.5 at different temperatures.

n T7=0.3 T =05 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 478 x 10° 478 x10° 527 x10° 527 x10° 576 x10° 5.76 x 10°
3 | —1.11 x 10* —1.11 x 10* —1.30 x 10* —1.30 x 10' —1.50 x 10* —1.50 x 10*
4 2.85 x 100 2.85 x 100  3.84 x 100  3.84 x 10*  4.99 x 10*  4.99 x 10*
5 | =7.04 x 100 —7.04 x 10* —1.04 x 10> —1.04 x 10> —1.44 x 10> —1.44 x 10?
6 1.93 x 10>  1.93 x 10> 3.36 x 10> 3.36 x 10> 542 x 10> 5.42 x 10?
7 | —4.98 x 10° —4.97 x 10> —9.66 x 10> —9.63 x 10> —1.68 x 10> —1.68 x 10?
8 1.45 x 10>  1.44 x 10> 343 x10> 342x10®° 7.10x10®° 7.08 x 10°

T=1.0 T=3.0 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 6.51 x 10° 6.51 x 10° 1.15 x 10' 1.15x 10" 1.65 x 10' 1.65 x 10!
3 | —1.80 x 100 —1.80 x 10* —3.80 x 10* —3.80 x 10 —5.80 x 10 —5.80 x 10*
4 6.99 x 10!  6.99 x 10! 290 x 10> 2.90 x 10> 6.60 x 10> 6.60 x 10®
5| =219 x 10° —2.19 x 10> —1.12 x 10> —1.12 x 10> —2.72 x 10> —2.72 x 10?
6 9.90 x 10> 9.90 x 10> 1.10 x 10* 1.10 x 10*  4.11 x 10* 4.11 x 10*
7 | =3.34 x 10> —3.33 x 10> —4.51 x 10* —4.50 x 10* —1.79 x 10° —1.79 x 10°
8 1.75 x 10*  1.75 x 10* 5.60 x 10> 5.60 x 10> 3.52 x 10°  3.52 x 10°

Table F.9: Sum rules for wy = 0.2, g = 0.75 at different temperatures.
N T=0.3 T=0.5 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 5.75 x 10 575 x 10° 6.85 x 10 6.85 x 10  7.96 x 10°  7.96 x 10°
3 | —1.49 x 100 —1.49 x 10* —1.93 x 10* —1.93 x 10' —2.37 x 10" —2.37 x 10"
4 493 x 100 493 x 100  7.99 x 10'  7.99 x 10!  1.18 x 10> 1.18 x 10?
5 | —1.41 x 102 —1.41 x 10> —2.55 x 10> —2.55 x 102 —4.05 x 10> —4.05 x 10?
6 5.27 x 102 527 x 102 1.25x10% 1.25x10% 246 x 10> 2.46 x 103
7 | —1.60 x 10> —1.60 x 10> —4.26 x 10> —4.24 x 10> —9.01 x 10> —8.98 x 103
8 6.77 x 10>  6.75 x 10> 2.46 x 10* 246 x 10*  6.65 x 10* 6.64 x 10*

T7=1.0 T7=30 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 9.64 x 10° 9.64 x 10° 2.09 x 10' 2.09 x 10'  3.21 x 10'  3.21 x 10!
3 | =3.05 x 100 —3.05 x 10* —7.54 x 10* —7.54 x 10' —1.20 x 10> —1.20 x 10?
4 1.90 x 10> 1.90 x 10> 1.11 x 10> 1.11x10®> 278 x10® 2.78 x 10?
5 | —6.96 x 10> —6.96 x 10> —4.68 x 10> —4.68 x 103 —1.22 x 10* —1.22 x 10*
6 547 x 102 547 x 10 930 x 10*  9.30 x 10*  3.90 x 10°  3.90 x 10°
7 | =214 x 10* —2.13 x 10* —4.13 x 10° —4.12 x 10° —1.78 x 10¢ —1.78 x 10°
8 | 210x10° 2.10x 10> 1.08x 107 1.08 x 10" 7.58 x 107  7.58 x 107
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Table F.10: Sum rules for wy = 0.2, g = 1.0 at different temperatures.

N T=0.3 T=0.5 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 711 x 10°  7.11 x10° 9.07 x 10° 9.07 x 10° 1.11 x 10*  1.11 x 10"
3 | —2.02 x 100 —2.02 x 100 —2.81 x 10' —2.81 x 10 —3.60 x 10 —3.60 x 10*
4 8.79 x 10!  8.79 x 10! 1.63 x 10> 1.63x 10> 2.63 x 10> 2.63 x 10°
5 | —2.83 x 102 —2.83 x 102 —5.81 x 10> —5.81 x 102 —9.93 x 10> —9.93 x 10?
6 1.47 x 10> 147 x 10> 4.23x 10> 4.23x10> 933 x 10> 9.34 x 10?
7 | —4.99 x 10> —4.97 x 10> —1.60 x 10* —1.59 x 10* —3.72 x 10* —3.72 x 10*
8 3.11 x 10*  3.10 x 10* 145 x 10° 1.45x 10° 4.46 x 10°  4.46 x 10°

T=1.0 T =3.0 T=5.0
0 1.00 x 10°  1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10 —2.00 x 10 —2.00 x 10° —2.00 x 10°
2 1.40 x 10" 1.40 x 10!  3.40 x 10!  3.40 x 10" 5.40 x 10  5.40 x 10!
3 | —4.79 x 100 —4.79 x 10* —1.28 x 10> —1.28 x 10> —2.08 x 10> —2.08 x 10?
4 458 x 10>  4.58 x 10> 3.14 x 10° 3.14 x 10° 822 x 10> 8.22 x 10°
5 | -1.82x10° —1.82x 10® —1.38 x 10* —1.38 x 10* —3.69 x 10* —3.69 x 10*
6 | 229x10* 229 x10* 4.69 x 10° 4.69 x 10°  2.05 x 10°  2.05 x 10°
7 | —9.60 x 10* —9.58 x 10* —2.14 x 10® —2.14 x 10 —9.53 x 106 —9.53 x 106
8 | 1.57x105 1.57x10% 9.73x107 9.73x 107 7.11x10® 7.11 x 108

Table F.11: Sum rules for wy = 0.2, ¢ = /2 at different temperatures.
n T=0.3 T=0.5 T=0.7
Exact DMFT Exact DMFT Exact DMEFT

0 1.00 x 10  1.00 x 10° 1.00 x 10°  1.00 x 10  1.00 x 10° 1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10 —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 1.02 x 10'  1.02 x 10" 141 x 10*  1.41 x 10*  1.81 x 10! 1.81 x 10*
3 | —3.25 x 10! —3.25 x 10 —4.81 x 10! —4.81 x 10! —6.40 x 10! —6.40 x 10!
4 2.18 x 102  2.18 x 10° 4.65 x 10>  4.65 x 10>  8.08 x 102 8.08 x 10?
5 | =791 x 102 —7.90 x 10> —1.83 x 10> —1.83 x 10> —3.32 x 10> —3.31 x 103
6 6.81 x 103>  6.80 x 10> 2.34 x 10* 2.34 x 10* 5.66 x 10*  5.65 x 10*
7 | —2.57 x 10* —2.55 x 10* —9.60 x 10* —9.56 x 10* —2.41 x 10> —2.40 x 10°
8 2.85 x 10° 2.83 x10° 1.61 x10° 1.61 x10° 5.46 x 105 5.44 x 106

T=1.0 T=3.0 T=25.0
0 1.00 x 10  1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10° 1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10 —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 2.41 x 100 2.41 x 10" 6.40 x 10 6.40 x 10! 1.04 x 102 1.04 x 102
3 | =8.79 x 10! —8.79 x 10" —2.48 x 10> —2.48 x 10> —4.08 x 10> —4.08 x 102
4 1.50 x 10® 150 x 10> 1.17 x 10* 1.17 x 10* 3.14 x 10*  3.14 x 10*
5 | —6.39 x 10> —6.39 x 10> —5.26 x 10* —5.26 x 10* —1.44 x 10> —1.44 x 10°
6 1.50 x 10> 150 x 10> 3.49 x 105 3.49 x 10  1.57 x 107 1.57 x 107
7 | —6.61 x 10° —6.60 x 10° —1.63 x 10" —1.62 x 107 —7.39 x 10" —7.39 x 107
8 2.07 x 10" 2.07 x 107 1.46 x 10° 1.46 x 10° 1.09 x 10'°© 1.09 x 10'°

220



Table F.12: Sum rules for wy = 0.5, g = 0.05 at different temperatures.

n T7=0.3 T =05 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.09 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.18 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 4.00 x 10° 437 x 10°  4.01 x 10°  4.00 x 10°  4.01 x 10°  4.01 x 10°
3 | —=8.01 x 10 —8.74 x 10° —8.02 x 10 —8.02 x 10 —8.03 x 10° —8.03 x 10°
4 1.61 x 10  1.75 x 10! 1.61 x 10 1.61 x 10" 1.61 x 10* 1.61 x 10!
5 | —=3.21 x 100 —3.50 x 100 —3.22 x 10 —3.22 x 10 —3.23 x 10" —3.23 x 10*
6 6.43 x 10'  7.02 x 10" 6.46 x 10' 645 x 10"  6.48 x 10"  6.48 x 10!
7 | —1.29 x 10> —1.40 x 10> —1.29 x 10> —1.29 x 10> —1.30 x 10> —1.30 x 10?
8 258 x 102 2.82x 10> 260 x 10> 259 x 10> 261 x 10> 2.61 x 10°

T=1.0 T=3.0 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 4.01 x 10°  4.01 x 10° 4.03 x 10° 4.03 x 10°  4.05 x 10°  4.05 x 10°
3 | —8.04 x 10° —8.04 x 10° —8.12 x 10° —8.12 x 10° —8.20 x 10° —8.20 x 10°
4 1.61 x 10"  1.61 x 10" 1.64 x 10" 1.64 x 10"  1.67 x 10! 1.67 x 10!
5 | —3.24 x 100 —3.24 x 10 —3.32 x 10 —3.32 x 10! —3.41 x 10* —3.41 x 10*
6 6.51 x 10!  6.51 x 10! 6.75 x 10'  6.75 x 10'  6.99 x 10'  6.99 x 10!
7 | =1.31 x 10> —1.31 x 10> —1.37 x 10> —1.37 x 10> —1.43 x 10> —1.43 x 10
8 2.63 x 102 263 x 10> 2.80x 10> 2.80x 10> 297 x 10> 2.97 x 10?

Table F.13: Sum rules for wy = 0.5, g = 0.2 at different temperatures.
N T=0.3 T=0.5 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 4.06 x 10°  4.06 x 10°  4.09 x 10°  4.09 x 10° 4.12 x 10° 4.12 x 10°
3 | =821 x 10° —8.21 x 10° —8.33 x 10 —8.33 x 10° —8.45 x 10° —8.45 x 10°
4 1.68 x 10"  1.68 x 10' 1.72 x 10" 1.72x 10" 1.76 x 10 1.76 x 10!
5 | —3.41 x 100 —3.41 x 10* —3.53 x 10' —3.53 x 10! —3.66 x 10! —3.66 x 10*
6 6.99 x 10!  6.99 x 10! 7.34 x 10! 734 x 10" 773 x10' 7.73 x 10!
7 | —1.42 x 10> —1.42 x 10> —1.52 x 10> —1.52 x 10> —1.62 x 10> —1.62 x 10
8 293 x 102 293 x 10> 3.18 x10®> 3.18 x 10>  3.47 x 10> 3.47 x 10

T7=1.0 T7=30 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 416 x 10° 416 x 10° 448 x 10° 448 x 10°  4.80 x 10°  4.80 x 10°
3 | =8.63 x10° —8.63 x 10° —9.90 x 10 —9.90 x 10 —1.12 x 10* —1.12 x 10*
4 1.83 x 10!  1.83 x 10! 235 x 10" 235 x 10" 292 x 10" 2.92 x 10!
5 | =3.87 x 100 —3.87 x 10 —5.45 x 10 —5.45 x 10! —7.33 x 10 —7.33 x 10*
6 | 836x10' 836 x10' 1.36x 102 1.36 x 10> 2.08 x 10>  2.08 x 10?
7 | =1.79 x 10> —1.79 x 10> —3.30 x 10> —3.29 x 10> —5.51 x 10> —5.50 x 10?
8 3.95 x 10> 3.95x 10> 8.73x 10> 871x10> 1.70x10*° 1.70 x 103
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Table F.14: Sum rules for wy = 0.5, g = 0.5 at different temperatures.

n T7=0.3 T =05 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 437 x 10° 437 x 10° 454 x 10° 454 x 10° 473 x 10° 4.73 x 10°
3 | —9.34 x10° —9.34 x 10° —1.00 x 10* —1.00 x 10' —1.08 x 10* —1.08 x 10*
4 2.11 x 100 2.11 x 101 241 x 100 241 x 100 2.75 x 10'  2.75 x 10*
5 | —4.62 x 100 —4.62 x 10 —5.53 x 100 —5.53 x 10! —6.62 x 100 —6.62 x 10*
6 1.08 x 10> 1.08 x 10> 1.40 x 10> 1.40 x 10> 1.81 x 10> 1.81 x 10?
7 | —2.37 x 10> —2.37 x 10> —3.28 x 10> —3.27 x 10> —4.49 x 10> —4.48 x 10?
8 5.74 x 10> 5.74 x 10> 8.80 x 10> 878 x 10> 1.33x10° 1.33 x10°

T=1.0 T=3.0 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 5.02 x 10  5.02x10° 7.01 x10° 7.01 x10° 9.00 x10° 9.00 x 10°
3 | —1.20 x 100 —1.20 x 10* —1.99 x 10* —1.99 x 10' —2.79 x 10" —2.79 x 10*
4 3.32 x 100 3.32 x 10! 855 x 101 855 x 101 1.62 x 10> 1.62 x 10
5 | =849 x 100 —8.49 x 10 —2.76 x 10> —2.76 x 10> —5.79 x 10> —5.79 x 10?
6 2.59 x 102 259 x 102 143 x 10 143 x 10 4.24 x 10> 4.24 x 103
7 | —6.92 x 10> —6.90 x 10> —4.93 x 10> —4.92 x 10> —1.62 x 10* —1.61 x 10*
8 2.35 x 102 234 x 10 3.10 x 10* 3.09 x 10* 1.49 x 10° 1.49 x 10°

Table F.15: Sum rules for wy = 0.2, g = 0.75 at different temperatures.
N T=0.3 T=0.5 T=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 482 x10° 4.82x10° 522x10° 522x10° 5.64x10° 5.64 x 10°
3 | —1.10 x 10* —1.10 x 10* —1.26 x 10* —1.26 x 10 —1.43 x 10" —1.43 x 10"
4 2.87 x 100 287 x 10" 3.67 x 100  3.67 x 10'  4.64 x 10'  4.64 x 10*
5 | —6.79 x 100 —6.79 x 10! —9.41 x 10" —9.41 x 10! —1.27 x 10> —1.27 x 10?
6 1.90 x 10> 1.90 x 10> 3.05 x 10>  3.05 x 10> 4.73 x 10> 4.73 x 10?
7 | —4.49 x 10> —4.47 x 10> —7.97 x 10> —7.94 x 10> —1.34 x 10> —1.33 x 10°
8 1.39 x 10> 1.39 x 10> 297 x 10> 297 x 10> 5.87x 10> 5.86 x 10°

T7=1.0 T7=30 T=5.0
0 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 6.30 x 10° 6.30 x 10° 1.08 x 10' 1.08 x 10'  1.53 x 10'  1.53 x 10!
3 | —1.69 x 100 —1.69 x 10* —3.48 x 10 —3.48 x 10! —5.28 x 100 —5.28 x 10*
4 6.34 x 100  6.34 x 10' 249 x 10> 249 x 10> 5.56 x 10>  5.56 x 10
5 | —1.88 x 102 —1.88 x 10> —9.26 x 10> —9.26 x 10> —2.23 x 103> —2.23 x 103
6 | 837x107 837x102 859x 10> 859 x 10> 3.15x 10* 3.15 x 10*
7 | —2.59 x 103 —2.58 x 10 —3.36 x 10* —3.35 x 10* —1.32 x 10° —1.32 x 10°
8 | 1.39x10* 1.39x10* 4.03 x10° 4.03 x 10° 2.46 x 10°  2.46 x 10°
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Table F.16: Sum rules for wy = 0.5, g = 1.0 at different temperatures.

n T=0.3 T =0.5 T7=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10° 1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 547 x 10° 547 x10° 6.16 x 10°  6.16 x 10°  6.92 x 10°  6.92 x 10°
3 | —1.34x10" —1.34 x 10! —1.62 x 10! —1.62 x 10! —1.92 x 10! —1.92 x 10!
4 413 x 100 4.13 x 10*  5.89 x 10  5.89 x 10 811 x 10  8.11 x 10}
5 | =1.06 x 102 —1.06 x 10> —1.66 x 10> —1.66 x 10> —2.47 x 10> —2.47 x 10?
6 3.73 x 10> 3.73x 10> 7.20x 10> 7.20 x 10* 1.28 x 10>  1.28 x 10?
7 | —9.22 x 10> —9.18 x 10> —2.02 x 103 —2.01 x 103> —3.93 x 103> —3.92 x 103
8 3.97 x 102> 3.96 x 10> 1.10 x 10*  1.09 x 10*  2.59 x 10*  2.59 x 10*

T=1.0 T =30 T=5.0
0 1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 8.08 x 10° 8.08 x 10° 1.60 x 10  1.60 x 10'  2.40 x 10  2.40 x 10!
3 | =238 x 101 —2.38 x 10! —5.56 x 10! —5.56 x 10! —8.76 x 10! —8.76 x 10!
4 1.22 x 102 1.22x 10> 6.19 x 10> 6.19 x 10> 1.50 x 10>  1.50 x 103
5 | —4.03 x 10> —4.03 x 10> —2.48 x 10> —2.48 x 10> —6.35 x 10> —6.35 x 10?
6 2.61 x 10> 2.61 x 10> 3.74x 10* 3.74x 10* 1.50 x 10°  1.50 x 10°
7 | =8.79 x 103 —8.75 x 103 —1.55 x 10> —1.54 x 10> —6.57 x 10> —6.56 x 10°
8 7.35 x 104 734 x 10*  3.11 x 10  3.11 x 10  2.09 x 107  2.09 x 107

Table F.17: Sum rules for wy = 0.5, ¢ = /2 at different temperatures.
n T=0.3 T =0.5 T7=0.7
Exact DMFT Exact DMFT Exact DMFT

0 1.00 x 10° 1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 6.93 x 10°  6.93 x 10° 833 x 10° 833 x10° 9.84 x 10° 9.84 x 10°
3 | —-1.87x 10! —1.87 x 10! —2.43 x 10! —2.43 x 10! —3.03 x 10! —3.03 x 10!
4 7.95x 101 7.95x 10! 1.30 x 10> 1.30 x 10> 1.97 x 10>  1.97 x 10?
5 | =225 x 102 —2.25 x 10> —4.10 x 10> —4.10 x 10> —6.72 x 10> —6.72 x 10?
6 1.21 x 10>  1.21 x 10> 285 x10% 285 x10% 579 x10° 5.79 x 103
7 | =3.07 x 103 —3.05 x 103 —8.53 x 103 —8.49 x 103 —1.92 x 10* —1.91 x 10*
8 2.34 x 104 234 x10* 831 x10* 830x10* 2.30x10° 2.29 x 10°

T=1.0 T =30 T=5.0
0 1.00 x 10° 1.00 x 10° 1.00 x 10°  1.00 x 10°  1.00 x 10°  1.00 x 10°
1 | —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10° —2.00 x 10°
2 1.22 x 100 1.22 x 100 2.81 x 10 2.81 x 10 4.40 x 10"  4.40 x 10*
3 | =3.97 x 10! —3.97 x 10! —1.03 x 10> —1.03 x 10> —1.67 x 10> —1.67 x 10?
4 3.28 x 10> 3.28 x 10> 2.09 x 10®  2.09 x 10*  5.39 x 10*  5.39 x 10?
5 | —1.20 x 10> —1.20 x 10> —8.86 x 10> —8.86 x 10> —2.37 x 10* —2.37 x 10*
6 1.34 x 10*  1.34 x10* 251 x10° 251 x10° 1.08x10° 1.08 x 10°
7 | —4.86 x 10* —4.85 x 10* —1.08 x 106 —1.08 x 106 —4.84 x 106 —4.84 x 10°
8 7.50 x 10> 7.50 x 10°  4.19 x 107 4.19 x 107 3.00 x 10®  3.00 x 10®
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